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ABSTRACT

Evaluation is defined as the assessment of théiymand/or negative qualities of an object, whkhssumed to
be among the most pervasive and dominant humammnssg. Individuals constantly need to evaluategt)in
people, products and so forth. The main goal of ffaper is to analyze the Need to Evaluate [NE&Esa
Brazil. Specifically, the paper assesses its psyetiac proprieties. From the evidence reportedhangtudy, the
validity of the NES scale is poor and its dimenaliig questionable. The alpha value was aboven#hly one
of the three dimensions. Furthermore, the outcadmbsiot suggest that the NES is a unidimensionales@s
originally constructed. Moreover, a formatiwes.(reflexive) scale model presented the best adprstsnfrom the
concurrent models.
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INTRODUCTION

Evaluation is defined as the assessment of théiymsind/or negative qualities of an object, which
is assumed to be among the most pervasive and daotimman responses (Jarvis & Petty, 1996).
Individuals constantly need to evaluate things,peoproducts and so forth. In fact, the possipilit
that people consistently vary in both the likelidoand extension of evaluative responding across
situations and objects seems to have escaped eoasich in the literature (Jarvis & Petty, 1996).
Therefore, studying how consumers evaluate object®ss different situations could help the
literature to explain and/or to predict better sdyaging behaviors.

Markus and Zajonc (1985) comment on the magnitddevaluating objects, saying that “it is not
possible to view a social object or a social adhaut at the same time making an assessment on
dimensions closely corresponding to good/bad, plgAsnpleasant, high/low, etc” (p. 210). This
suggests that assessment is intrinsic to consurti@r&ing. Moreover, there is the hypothesis that
there is a chronic tendency among individuals @age in evaluative responding, assessment inherent
in decision making. In an effort to measure the miage of evaluating objects, Jarvis and Petty
(1996) proposed the Need to Evaluate [NES] instniméthis instrument is valid, it may be used by
managers seeking to understand how people evapraghcts, services, sellers, stores and the
environment, etc.

The main purpose of this paper is to analyze th& lEychometristructure. Hence, this paper is
structured as follows: the next part, the literatteview, defines the NES construct and dimensions.
After that, the method used in the field reseaslpriesented. Data analysis shows the results and
general conclusions at the end of the paper.

LITERATURE REVIEW

Need to evaluate is defined as the assessmene gfasitive and/or negative qualities of an object
(Jarvis & Petty, 1996). The terneedis used here as it was intended to be understodevielopment
of the Need for Cognition Scale (Cacioppo & Peft932), the Personal Need for Structure Scale
(Neuberg & Newsome, 1993) and the Need for CloSwoae (Webster & Kruglasnki, 1994). That is
why we do not presume any biological basis for ithisvidual difference, though one is possible.

According to Jarvis and Petty (1996) there ardesist four sources of evidence for the assertien th
evaluation is a pervasive and dominant responsenfimt consumers across the many situations and
objects they encounter” (p. 173). These four saueze shared as (a) the factor analysis of adgctiv
ratings, (b) research on the automatic activatibattitudes, (c) the common observation that most
consumers can easily report their attitudes toveandide variety of objects when asked, and (d)
compelling though primarily theoretical literatuna the functionality of attitudes. The hypothetical
dimensions are discussed as follows.

The Factor Analysis of Adjective In this first presumed dominance of evaluationhimman
judgment, the assumption is that evaluation emesgdbhe central dimension of meaning in judgments
of a wide variety of objects. It occurs becauseddslg Suci and Tannenbaum (1957) found that there
is a dominant first factor that accounted for thegority of total variance among ratings. These atgh
labeled this central dimension as awmaluative factor, which loaded scales such as good/bad,
nice/awful, pleasant/unpleasant and others. The pw@int from that source is that the most important
meaning in consumers’ judgments is evaluation qancEhese factor analytic results in no way
attenuate the likelihood of individual differendasevaluative responding. This is because a dorhinan
evaluative factor could have occurred in one of ways. First, as commonly assumed, the evaluative
factor could have accounted for a similar proportad variance in most participants’ judgments
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(Osgoodet al., 1957). In other words, it means that each paditi has equally strong evaluative

responses across the set of objects rated. Alteehgtthe same apparent dominance could have
emerged if the evaluative factor were accountingafio even greater proportion of variance in the
judgments of some respondents, while accounting foroportionately smaller amount of variance in

other participants’ judgments (Jarvis & Petty, 1096

Research on the Automatic Activation of Attitudes A second line of research supporting the
pervasiveness and dominance of evaluative respgrabmes from relatively recent studies on the
automatic activation of attitudes (Bargh, Chaik&gvender, & Pratto, 1992; Fazio, Sanbonmatsu,
Powell, & Kardes, 1986). These studies have pravicempelling evidence that attitudes are often
activated from memory automatically, based on nexposure to an attitude object and that the
magnitude of this activation is proportional to tkieength of the attitude (Jarvis & Petty, 1996).
Although this evidence offers compelling support tlee pervasiveness of attitudes toward common
objects (Barglet al., 1992), as yet there has been no evidence to sugileer that such effects and
their magnitudes are similar across most consuroetbat there is consistency between individuals i
the relative dominance of evaluation relative theof forms of responding. In that sense, it assumes
that if an object is presented to individuals, retter where or when, they will automatically evadua
it, using their attitude toward the object as aib@tarvis & Petty, 1996). In addition, we shoulsioa
recognize that the automatic activation of evaleatssociations does not imply the dominance of
evaluative thought over other types of thought s€i@l people. According to most network models of
memory (Collins & Loftus, 1975), most object rememtions in memory have multiple associations
(e.g. color, size, etc) to which activation willrepd on initial activation of the object. The au&im
attitude activation effect primarily demonstratésttfor common objects, one such association is
evaluative. However, these findings do not suggleststrength or precedence of this association
relative to the other object associations in memory

Ease of Evaluative RespondingIn this third presumed dominance of evaluationhuman
judgment, the grounding comes from the common olsien of the invariable ease in which people
are able to report attitudes toward an enormouwsyast stimuli and that these individuals having no
trouble in reporting attitudes toward objects abshich they have engaged in relatively little thbug
(Jarvis & Petty, 1996). For example, objects of ligggje meaning, such as nonsense syllables,
ideographs and faces of strangers (Zajonc, 1968)eaeasily evaluated by consumers. In fact, this
common observation has previously been offered gt for the pervasiveness of attitudes
(Greenwald, 1989). Thus, the relative ease withctutpeople report attitudes toward a variety of
objects is clear and simple. However, whether suggests that evaluative responding is equally
pervasive among all people is not. Furthermoresdhesults do not indicate whether respondents
would have engaged in evaluation if this was nquired by the task.

Attitudes are Functional. Another factor contributing to the assumptionttleaaluation is a
pervasive response is the notion that general atrahs (i.e. attitudes) serve as essential funstfon
people. For instance, theorists have argued thatdes are adaptive in that they (a) prepare
individuals to respond to and cope with life evefazio, 1995), (b) increase control over positvel
negative outcomes (Katz, 1960), (c) facilitate sbanteraction (Snyder & Debono, 1985), (d) help
one’s environment to be more organized, structuaad understandable (Katz, 1960), (e) allow
expression of personal values and so forth. With dienefits to be had, it certainly seems reasenabl
that people should be chronically motivated to extd. However, even if all individuals were highly
motivated by the functions described above, evaoas not the only way to satisfy these motives.
For example, the motive to achieve knowledge mdiiveugh other nonevaluative means such as by
attempting to analyze the object’s structural progg or functional relations to other objectsfdnt,
some researchers have argued that the preferrealsnoéaatisfying the motive to gain control over
one’s environment is through an effortful analysiscausal relations rather than through evaluation
(Edwards & Weary, 1993). In this perspective, emtitns is not only a way of people judge and
choose things, but also is assumed to be a mechafis consumers to create better social
interactions, know more people and increase thetiwork (Russell, Norman, & Heckler, 2004).
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These are at least the four hypothetical sourcesviolence for the allegation that evaluation is an
omnipresent and dominant reaction for most indiglgacross situations. The next topic presents the
method used to assess the psychometric propratES scale.

RESEARCH DESIGN

In order to analyze the NES psychometric propréetizack translation of the scale was used to
create the Brazilian version of the NES instrumdiwo marketing academics who were fluent in
Portuguese did this job (Malhotra, 2001). The doesiire was then translated back to English and
compared with the original. The questionnaire e tsubmitted to three consumer behavior students
fro pre-testing. An in-depth interview was condacteith each student to identify any eventual
problems, in order to identify ambiguities and mgling aspects of the instrument. Modifications
were implemented and a final version of the scades whaped (see Appendix 1). A total of 171
observations were made at suitable university ifeesl All those involved were undergraduate
business students. The sample was defined as obalpglistic by convenience (Malhotra, 2001). The
guestionnaire contained a 16-item the NES scata flarvis and Petty (1996) and an 18-item Need for
Cognition [NFC] instrument from Cacioppo and P€t982). All scales were managed as a Likert 7-
point style; varying fronstrongly Disagreeto Strongly Agree.

Construct Conceptual Definitions Need to Evaluate is defined as the assessmdaheqgfositive
and/or negative qualities of an object (Jarvis &ty2el996). Need for Cognition [NFC] is the
necessity of extracting the best of reasoning éndécision making process (Cacioppo & Petty, 1982).
Need for Cognition was associated with the NES escahalyzing their correlation results and
moderating effect.

DATA ANALYSIS

Initially, all variables were analyzed in terms wiissing values, outliers’ univariate (Z +3)
multivariate (D3, linearity, multicoliniarity, skewness, kurtosisich normality (Hair, Anderson,
Tatham, & Black, 1998). Although ten observationsrevexcluded because of missing values, the
remainder were found to be within the boundariggested in the literature (Kline, 1998). After that
exploratory factor analysis [EFA] sought to analyhe NES dimensionality (Floyd & Widaman,
1995). The criteria used for retaining the variableere three: factor loading above .35, eigenvalues
over one, and parallel analysis. Tabachnick andlR@2001) suggested .32 as a minimum criterion for
factor loading be retained. As a result, this pageose .35 as more conservative criterion. The
extraction method chosen was non-orthogonal (PAR@Y. It is justified because (a) the factors are
supposed to be correlated in social science, (lusbrotations will always meet the simple struetu
criterion better than orthogonal rotations ands@@ne research supports a slight superiority ofjaleli
rotations in terms of factor replicability (Reis®aller, & Comrey 2000).

At the beginning of the data analysis, the firgtlesatory factor analysis presented five dimensions
of the NES scale (Kaiser-Meyer-Olkin .88). The total of variance extracted was 58%. Aldes
‘NES 5, ‘'NES 1' and ‘NES 11’ were excluded fromethmodel since they did not achieve the
minimum factor loading of .35. After excluding tleethree variables, the second exploratory factor
analysis presented four dimensions of the scalas@deyer-Olkin =.63). The total variance
extracted in this second model was 55%. VariablESN/’ had a negative factor loading on just one
component and variable ‘NES 9’ also loaded on ecossponents. In consequence, these two
indicators were excluded and new exploratory faat@lysis was done.
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The solution suggested a three-factor structure {&ble 1). Kaiser-Meyer-Olkir .67 was little
under the .70 suggested by Hetial. (1998). Communalities {hwere all under the .45 suggested by
Clark and Watson (1995), except variable ‘NES THie minimum difference between the factor
loadings was in the variable ‘NES 4’, which is :326=.12. It is above the minimum.10 criteria
used by Laros and Puente-Palacios (2004). Inténgréte results, the NES scale is a three-factor
model that explains 50.93%.

Table 1: Exploratory Factor Analysis of the NES Scle

Iltem Factor Analysis Cross Validation h2 M s.d.  ACFA  Thompson
NES 15 .85 A1 -.07 .81 -.15 .08 .46 4.97 1.67 .69
NES 13 .62 -.10 21 .80 .13 -.02 .24 5.29 1.56 .78 .83 A2
NES 4 .38 .00 .26 37 .02 .32 .26 5.47 1.56 .53
NES 8 -.03 57 -.02 .00 .62 .02 .13 3.59 2.16 .57
NES 14 .13 .49 -.03 .09 .55 -.08 .20 3.82 1.79 .49
NES 6 .01 44 .05 .05 .55 .01 .20 3.59 1.84 .45 .00 .99
NES 16 .09 44 -.10 -.23 .45 .09 31 3.57 1.80 44
NES 2 -.13 .38 .06 .03 44 -.05 .43 3.66 2.12 .36
NES 3 -.09 .01 .70 -.18 -.03 .81 17 4.54 1.79 .54
NES 12 .19 .09 .56 27 .14 .65 .22 4.74 1.78 .70 84 -11
NES 10 .07 -.07 .45 .13 -.14 .57 .15 4.35 1.80 .51

Note:M = mean of variable; s.d= standard deviatiorh\CFA = confirmatory factor loading standardized; firfpson = a
third-order construct analysis? k communalities; variables code are the same s flarvis and Petty (1996); see
appendix Ill;a« from Thompson two iters .57.

The empirical eigenvalues found by the EFA wer&21993 and 1.13. Initially these results rejected
the unidimensional model originally proposed bywiaand Petty (1996). In practice, some authors
suggested that eigenvalues over one, as the ontéor determining the number of components to
retain, are problematic since this method has anoxpmately eighty percent chance of being wrong
when compared to scree plot, parallel analygi®artlett and MAP (Zwick & Velicer, 1986). Pardlle
analysis is the best one, since it produces emess to ten percent. According to Zoski and Jurs
(1996) “parallel analysis compares the eigenvabfethe correlation matrix to those of a matrix of
randomly generated variables, where eigenvalues the research data should be greater than those
from the random data” (p. 444). Hence, parallelyss (Enzmann, 1997) was done using the SPSS
syntax (Appendix 2). The outcomes suggested tHewolg artificial eigenvalues: 1.44, 1.31, 1.21
and 1.12. In that context, parallel analysis suggkthat a two-factor model should exist rathentha
three components, rejecting again the Jarvis aty PEY96) NES unidimensional structure and the
initial three-factor structure presented by our ERAs because only the two empirical eigenvalues
(2.95 and 1.93) were greater than the first twificietl eigenvalues (1.44 and 1.31).

Zwick and Velicer (1986) proposed that in the albseaf parallel analysis, the scree plot is the
second best method for extracting the componems.s€ree plot of the NES structure can be viewed
in Figure 1. In the scree plot it is possible te gest two factors from the NES structure, confirgi
again the results of parallel analysis. It is beeaGostello and Osborne (2005) commented that “the
number of datapoints above the ‘break’ (i.e. nafuding the point at which the break occurs) is
usually the number of factors to retain” (p. 3)efidfore, two factors can be seen in Figure 1. To su
up, based on the EFA, parallel analysis and sclae the findings suggest a non unidimensional
structure of the NES scale.
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Figure 1: Scree Plot of the NES Scale
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Summarizing, the three factors suggested the faligwalues for internal consistence: factar
.70; factor 2z = .57 and factor 3 = .61. Note that all alpha values were under theevaliggested by
Nunnally (1978) as an indicator of high reliabilg§ructure, indicating a possible lack of consisyen
The correlation values from exploratory factor gas components were: between factor 1 and factor
2 (r = .08;p =NS); between factor 1 and factorr3£ .36;p < .01) and between factor 3 and factor
2 = -.08;p=NS).

Cross-Validation. Laros and Puentes-Palacios (2004) indicatedctioas validation is a method for
assessing the scale structure stability acrosge@desample. The assumption is that the capacity of
structure found be the same in a second samplewas in the first. Hence, the sample was random
shared in 50% and this new sample was used fossiagethe instrument stabilitjN(= 81). In this
analysis, it is important to recognize that thaltaample proportion by variables is below the 20:1
indicated by Costello and Osborne (2005). Howetlex, main assumption in the cross-validation is
attempted to confirm the three component strudtuthis new random sample. It is hypothesized that
the same three components found in the EFA willeapmgain or at least the two components from
the first parallel analysis.

The cross-validation results were: Kaiser-Meyeri®Ik .88, cumulative variance extracted = 57%,
and empirical eigenvalues = 2.82; 2.11; and 1.38iaRility coefficients for the factors were= .73;
a = .63 anda = .72, respectively. According to Table 1, the oates of the cross validation confirm
the three component structure found by the EFArdfoee, parallel analysis was used again to prove
whether it is the correct solution of the NES instent. The artificial eigenvalues were 1.64; 1.44;
1.29; and when they are compared with the empimogénvalues (2.82; 2.11; and 1.35), a three-
component structure appears.

To sum up, it can be inferred that the NES thecamétnodel was inconsistent across these analyses,
since (a) the EFA showed a three-factor struciieparallel analysis on the overall sample showed
two factor structure, (c) the scree plot showedva tactor structure, (d) the EFA on half sample
showed a three-factor structure and (e) paraliglyais on half sample showed a three-factor stractu
Hence, more tests need to be done in order to\aehigeneral conclusion of the NES dimensionality.

Higher-Order Factors or Hierarchical Structure. Thompson (2004) “described that factors
extracted from inter-variable correlations (or otkttistics measuring associations) are called-fir
order. The factors then extracted from the intetefia correlations among the first-order are called
second-order factors. If the second-order factoes @rrelated, then third-order factors can be
extracted” (p. 72). The point assumed by Thomp2&04) is to identify the presence of subfactors or
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superordinate factors in an instrument (Smith & Ma®@y, 1995). It was hypothesized that only one
second-order factor might appear covering the tbn@ensions.

For testing the hypothetical hierarchical structiae analysis of second-order factors was made
using the SPSS Syntax of Thompson (2004), see Ajpp8nThe three factors were then transformed
into mean variables (on a scale of 1 to 7 poinidjer that, these mean variables were used in a
second-order exploratory factor analysis. The mearniables ), standardized deviationc);
communalities (h?) and variance explained valuds] [und were: Factor M = 5.24,6 = 1.26, h?=
.71, VE= 46%; Factor M = 3.65,6 = 1.18, h?= .98, VE= 33% and Factor 81 = 4.54,c = 1.34, h?
=.71, VE= 19%. According to the results, a second-order heéreal structure did not appear. The
factor loadings can be seen in the last two coluofiffsable 1.

Confirmatory Factor Analysis. The next step in the data analysis was to assmde structure
using confirmatory factor analysis. Concurrent niedesing the covariance matrix were estimated
with AMOS software (Byrne, 2001; Kline, 1998). Eighompeting measurement models were
examined for: A) a first-order model with correlatio] free among the three factors (results from
our EFA), B) a first-order with® fixed in 0 among the three factor§) (@ second-order modeD) a
single one-factor model hypothesized by Jarvis Retdy (1996), ) a first-order model witld free
among the two factors (factor 1 and 2; results fifost parallel analysis),R) a third-order model
from Thompson (2004) SPSS syntax suggestion && (H) two other models using formative
constructs (Jarvis, Mackenzie, & Podsakoff, 2008)ich will be explained later. The results and the
adjustments of the concurrent models can be view&able 2.

Table 2: Confirmatory Factor Analysis of the NES Sale and Competing Models

Model p-value x¥df AGFI GFI CFlI TLI RMSEA AIC

A 12 orderd free .08 1.32 91 .94 .94 .92 .04 104.02
B 1% orde® = 0 .000 1.89 .88 .92 .83 .79 .07 127.19
C higherordermeodel -08 32 9 94 94 92 04 10404

D 1 general fator only .000 2.99 .78 .85 .62 52 1.1 175.69

E 2 factorsd free A1 1.41 .93 .96 .95 .92 .05 60.82
F 3-factermedel 40 29 91 94 -95 -93 04 102.27

G Formative 1 27 1.18 .92 .98 Na .96 .03 Na
H Formative 2 .95 1.01 .93 .97 Na 1.01 .00 Na

Note: Maximum likelihood estimation; N.a. = not dahble; correlation between construct®=model “E” is the best
model

According to the outcomes, mod€l did not present an admissible solution, since gatnee
variance appears in error/disturbance of factand, because of that, modelis scratched out. Model
F also did not present an admissible solution, ssnelaywood case appears in the path from the third-
order factor to the second-order factor. Md8edppears as the best solution from the rival moibels
represent the NES construct. It uses only two faajenerated by parallel analysis (Zwick & Velicer,
1986). The second best solution is molelvhich is a first-order model with correlation éramong
the three factors. Looking to analyze the best aremparison of the modelsversus E was done. It
did not show a significant differenee? (d.f.) = 27.2 (22);p < .203. Thus, it can be concluded that
these two models are the best from the eight madels tested. Note that both modéis& E) have
non-significantp-values, indicating similarities between the estevand real covariance matrix.

As a whole, the structural indexes for modélandE were very good. For instance, AGFI, GFlI,
CFI were all above .90 and RMSEA was under .051{By2001; McDonald & Ho, 2002). It denotes
that the theoretical models do fit well on the rdala. Hox and Bechger (1998) explain that “perfect
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fit may be too much to ask for, instead, the probie to assess how well a given model approximates
the true model” (p. 9).

Figure 2 shows the confirmatory factor analysishef NES Scale. The figure shows moélewhere
only one covariance is significant. It is from Factl versus Factor 3 ( = .61; p < .000). The
standardized residuals did not present values ab@ves.

Figure 2: Reflective Confirmatory Factor Analysis d the NES Scale
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Note: standardized factor loadings and correlagimong constructs.

Formative versus Reflective ConstructsJarviset al. (2003), McCallum and Browne (1993) and
Diamantopoulos and Winkhofer (2001) comment thahstwict in majority of marketing and
consumer behavior research is treated as refleddegvever, some of them are in fact formative
constructs, since the observed variation in thesones causes the latent construct. It makes more
sense conceptually to view causality flowing frdma tneasures to the construct (Fornell & Bookstein,
1982). In fact, formative models can be an altévedest of analyzing the featured phenomenon.

Bollen and Lennox (1991) justify this warning commtieg that “researchers should not
automatically confine themselves to the unidimensi@lassical test model” (p. 312). The importance
of doing this alternative test for Diamantopoulaoxl aVinkhofer (2001) is that “several marketing
constructs currently operationalized by means @kctve indicators would be better captured if
approached from a formative perspective” (p. 22¢ording to Jarvigt al. (2003) it is important to
note that one could interpret the formative modethree ways: (a) as a single construct with six
formative and five reflective measures, (b) as erogenous variables influencing a single
endogenous construct with five reflective measuoedc) as a formatively measured construct that
influences five manifest measures. In additionhe §ix concurrent models tested previously, two
formative latent structures were assesgeda(dH). Figure 3 shows one of them and Table 2 the
results.
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Figure 3: Formative Confirmatory Factor Analysis of the NES Scale

Model G assumes a formative construct using factor 1 aotbf 3 to create the second-order NES
construct, hierarchical comparison as suggeste@hmympson (2004). In that model, variables from
the factor 2 were used as reflective variablesndisated by Jarvigt al. (2003) for specifying the
formative model (see Figure 3). Mod¢lassumes a formative construct using factor 1 acwbf 2, as
a result suggested by parallel analysis. Varialotes factor 3 were used as reflective variables.

Model G adjustments values weg@d.f. = 1.18;p-value= .27; AGFI= .92; GFI= .98; TLI= .96
and RMSEA= .03. ModeH, which had best fits, values wegd.f. = .95; p-value= .54; AGFI= .93;
GFl = .97; TLI = 1.01 and RMSEA= .00. The chi-squared difference between them mats
significantAy?(d.f.) = 8.67 (13)p-value=.79.

From the modeG (see Figure 3), the variables that did not hagggaificant impact on the NES
construct were: ‘NES 4’, ‘NES 3’ and ‘NES 10’ anddfor 2 over the NES Scale. From the mdaelel
the variables that did not have a significant impat the NES construct were ‘NES 15’, ‘NES 8,
‘NES 14’ and ‘NES 16’ and factor 3 over the NES I8ca

The correlation matrix did not show many significaalues. In fact, the majority of the matrix
presented non-significant values. This could béndicative of poor performance of factor analysis.
Moreover, no negative significant values were fouFfte results can be seen in Table 3. From the 136
possible correlations, just 49 were significant%@36
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Table 3: Correlation Matrix of the NES Scale Iltems

1 2 3 4 5 6 7 3 9 10 11 12 13 14 15 16
NES1 1,00
NES2 0,08 1,00
NES3 0,27* 0,07 1,00
NES4 0,16* -0,01 0,25 1,00
NES5 0,16* 0,17* 0,07 0,02 1,00
NES6 013 012 004 002 0,18 1,00
NES7 012 -0,11 005 005 004 012 1,00
NES8 0,07 028" -0,09 -0,07 004 026 0,15% 1,00
NES9 022 008 003 026* 003 -0,02 007 006 1,00
NES10 0,14 -0,12 0,34* 013 0,12 -0,05 0,08 -0,02 0,21* 1,00
NES11 023* -0,01 0,18 0,12 0,12 0,06 011 0,07 0,25 0,25 1,00
NES12 027* -0,05 0,37* 0,37* 0,08 0,05 0,27* 0,02 0,17* 0,33* 0,18* 1,00
NES 13 0,23* -0,06 0,23* 0,38* 0,12 0,05 0,37** -0,04 0,26% 0,25 0,19** 0,37* 1,00
NES 14 0,19* 0,18 -0,05 0,05 0,05 0,25* 0,19* 0,23* 0,13 -0,04 0,10 0,10 0,02 1,00
NES15 0,20+ -0,03 0,111 0,37 0,12 0,07 0,27* 0,10 0,22* 0,17* 0,14 0,25 0,56* 0,20* 1,00
NES16 0,02 0,10 -0,09 006 0,10 0,20* 0,06 0,26* -0,03 -0,06 001 0,03 -0,10 0,25* 0,16* 1,00
*p<,05; *p <,01

MODERATING ROLE OF NES

We supposed that NES moderates the associatiore®etweed for cognition and direct media.
Direct media are comprehended as shopping by msiland Internet. Consumers high in need for
cognition should indicate that they contemplateel decision process well prior to their shopping
behavior. In that sense, since a strong cognitifetevas structured, the need to evaluation tloeest
may be lower. Thus, consumers high in need for itognand low in need to evaluate should have
more intention of buying by direct media. On thentcary, consumers low in need for cognition
should indicate that they did not contemplate teeigion process prior to their shopping behavior. |
may be an unexpected shopping intention which neneigte doubts. In that sense, since a low or
absent cognitive effort exists, the need to evaltia¢ store/place may be higher in order to eliteina
the regret. Consequently, consumers low in neectdgnition and high in need to evaluate should
have greater intentions in buying by direct medintrol balancing their judgment. Based on these
arguments, we supposed that NES moderates theiatgsodetween need for cognition and direct
media.

To test this hypothesis, a 2 X 2 factorial desigitswsed. Need for cognition and need to evaluate
groups were created by sharing the groups by usmedjan groups (high and low). As manipulation
checking, the high need for cognition group hadeatgr mean when compared with low need for
cognition Migh nrc= 4.27VS. Miow nec= 2.34;F (1, 154) = 320.81p< .000). In addition, the high need
to evaluate group had a greater mean when compétiedow need to evaluatégh nes= 6.00Vs.
Miownes= 4.16;F (1, 159) = 283.86p< .000). The results are shown in Figure 4.

As hypothesized, the moderation test showed afgignt cross over interaction effect of NES on
the relationship between NFC and shopping by ieteff(1,154) = 3.71p< .05), between NFC and
shopping by mailk(1,154) = 3.72p< .05) and not between NFC and shopping by F{,154) =
0.00,p=NS). Consumers in the low NES condition had matention of shopping by internet in the
high NFC rather than the low NF®{igh nec = 2.71VS. Miow nec = 2.02;F(1,78) = 3.80p<.05). When
changing the groups, the participants in the higgENcondition had more intention of shopping by
internet in the low NFC rather than the high NAGig nec = 2.09VS. Migw nec = 2.45;F(1,74) = .67,
p=NS).

Another moderating role was identified in shoppifig mail. Consumers in the low NES condition
had more intention of shopping by mail in the hifRC rather than the low NF®Aggh nec = 2.31vs.
Miow nec = 1.71;F(1,78) = 3.6p<.06). The participants in the high NES conditi@d hmore intention
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of shopping by mail in the low NFC rather than thgh NFC Mhigh nec = 1.77VS. Migw nec = 2.02;
F(1,74) = .74 p=NS). This evidence supports the NES cross overenatidn effect, since when it is
associated with need for cognition, greater intggtiin buying by direct media appear.

Figure 4: Moderating Role of NES

- -M-- (Evaluate) NES High —O— (Evaluate) NES Low
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2,6
\ ]
2,4
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2 5 \
1,8 2
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RESULTS DISCUSSION

Theoretical Implications

It is interesting to note that although Jarvis &edty (1996) affirmed that the NES has “a single
factor structure” (p. 172) their factor analysisggested two factors. In addition, although the
eigenvalues were not shown, from the scree plobvuld be inferred that the NES has a three-factor
structure, rather than one, as advocated by JandsPetty (1996). The results found here confiren th
multidimensional aspect presented in the literature

Specifically, the outcomes from this research iat#chat factor 1 contains items that assess whethe
people pay attention (NES 13), decide (NES 15) antwo know (NES 4) things as good or bad in
their lives. In other words, it means that objeza have just a dichotomy view in terms of assgssin
positive and negative. In this first dimension, smers are not so convinced of their opinions about
assessing objects. In short, this paper classifee§irst dimension as Avoiding Extreme Opinion

Factor 2 contains all the items that are reversedesl from the scale. Jarvis and Petty (1996)
commented that “the second factor might be a metlogttal one [since...] a number of studies have
shown that when participants are asked multiplestjpres on the same rating scale, the correlation
between those items will frequently be artificialhflated in a positive direction due to correlated
measurement errors between scale items” (p. 1'Hé.difference from factor 2 to factor 1 is that the
former appoints items such as | prefer to avoidnalextreme positions; | only form strong opinions
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when | have to and there are many things for whidoe not have a preference. Hence, this paper
nominates factor two as Preference for Neutrality.

Factor 3 clearly suggests that the domain of opingimportant to consumers. While factor 1
assesses whether people see things as good/ lpadibve/negative, factor 3 tries to know whether
people have strong, clear and decisive opinionstahangs independently of being extremely good or
bad. Items in this dimension indicate that it isyvienportant for consumers to have strong opinions.
Thus, this factor is defined as Preference for §eeiOpinion.

MANAGERIAL APPLICATIONS

This paper, establishing individual differencesualuative responding, provides a challenge to the
prevailing assumption that evaluation invariablyvaeles and dominates the responses of most
consumers in most situations. Need to evaluate magerate the likelihood and extent of the
automatic attitude activation effect, especially loose objects with which consumers are not highly
familiar. For example, if participants high in timeed to evaluate are more likely to engage in
spontaneous evaluative responding, then perhapsetd to evaluate would moderate the effects of
mere thought on attitude polarization.

Second, in the public opinion field, need to eveduaas a positive impact on presidential campaign
information acquisition. It means that both constisiare related to measures of candidate informatio
i.e. correct ideological placement, correct polgpcement and number of candidate articulations
(Holbrook, 2006). Need to evaluate focuses spedijion willingness to engage in evaluation, which
presumably requires information to play a role mfoimation acquisition during presidential
campaigns. To the extent that need to evaluate itapgidual differences in the willingness or
capacity to engage in affective processes, thishinglso be expected to lead to more active
information gathering, as suggested by existingaiesh on affective intelligence (Marcus, Neuman, &
MacKuen, 2000).

Third, the need to evaluate scale may be usedpjoostithe hypothesis that people with high need to
evaluate are more irritated after exposure to $pscads. Commercial attributes generate negative
reactions to that commercial and the brand adweetti$his suggests that consumers with a high need
to evaluate will show such a transfer of irritatiomore clearly than will low need to evaluate
consumers. This hypothesis was support by Fenkifakker (2001), demonstrating that high need to
evaluate individuals were more irritated after esqpe to disliked or many ads and, consequently,
more negatively affected in their evaluations @f tleutral ad and brand.

Fourth, NES moderates the association between foe@bgnition and direct media in a cross over
direction. Specifically, it means that consumens [@s. high) in need for cognition (i.e. unexpected
shopping intention) and higlvg low) in need to evaluate (i.e. assessing theesfaace and sellers)
should have greatevd, lower) intentions in buying by direct media.

CONCLUSION

From the evidence reported in this study, the utgliof the NES scale is poor and more studies are
required to assess its reliability. Moreover, NE®eahsionality may be contested, since Jarvis and
Petty (1996) reported that NES is unidimensionat, fresented the exploratory factor loading with
two dimensions and a scree plot figure indicatimgé dimensions. From this study, the tveosus
three-factor structure did not differ significantiyd it appears that the NES is reflex of the foilig
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three dimensions: Avoiding Extreme Opinion, Prafiee=for Neutrality and Preference for Decisive
Opinion.

Compose reliability and average of variance exé@atere all under that suggested by literature
(Fornell & Larcker, 1981). In addition, internalr®istence was poor. The alpha value was above .70
in only one of the three components. Questionsatifiity and reliability need to retested in future
studies. The other point demonstrated by the papiat the variables suggested by Jarvis and Petty
(1996) do not correlate well with each other. Acliog to Table 3, just 36% of them were significant.
Thus, future qualitative research could create o#ver variables to represent the NES construct.
Another option for future research is to creatb@ter version of the NES 16-item scale. For instan
Richins (2004) reported the development of a shersion of the material values scale with better
dimensions properties and described a psychomapproach for developing shorter versions of
extant multi-item measures.
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APPENDIX 1

NES SCALE VARIABLES

NES 1: | form opinions about everything.

NES 2: | prefer to avoid taking extreme positions.*

NES 3: It is very important to me to hold strongnopns.

NES 4: | want to know exactly what is good and Badut everything.

NES 5: | often prefer to remain neutral about cexrpssues.**

NES 6: If something does not affect me, | do naially determine if it is good or bad.**
NES 7: | enjoy strongly liking and disliking newirlgs.

NES 8: There are many things for which | do notehapreference.**

NES 9: It bothers me to remain neutral.

NES 10: | like to have strong opinions even whaminot personally involved.
NES 11: | have many more opinions than the avepagson.

NES 12: | would rather have a strong opinion thampinion at all.

NES 13: | pay a lot of attention to whether thiage good or bad.

NES 14: | only form strong opinions when | have*o.

NES 15: | like to decide that new things are regthpd or really bad.

NES 16: | am pretty much indifferent to many impoitissues.**

Note. ** = reverse scored item.
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APPENDIX 2

PARALLEL ANALYSIS TO IDENTIFY THE NUMBER OF FACTORS

DEFINE RanEigen( Nitems ICharEnd (/')
/INCases !CMDENd).

/-k __________________________________________________________ */

[* - SPSS-MACRO to compute Random Eigenvalue----- */
[* - Enzmann, 2003 ~  ------- *

/-k __________________________________________________________ */

/* RanEigen computes random eigenvalues given timeber of */
/* items (=variables) and number of cases by anga2,000 */
[* correlation matrices based on normally distrézitandom */
/* numbers and by averaging the respective eigeieglin  */
[* factor analyses the number of items should asv@ybe */
/* less than the number of cases (a rule of thunggests a */
/* ratio of 2/3). The macro RanEigen gives no wagnif this */
/* rule is violated. *

I* *

/* A replication of the random eigenvalues is pbksby  */

[* setting a certain seed-parameter each time terans */

/* run, for example i

I* *

[* SET SEED=12345. *

/* RanEigen Nitems = 8 *

I* INCases = 24. *

I* *

[* The simulation is time consuming: 25 variablagwvb0 */
/* cases take about 5 minutes, 50 variables withdsgs */

/* would take more than 20 minutes (SPSS 6.1 uiddeNT 4 on */
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[*a Pentium 4, 1.7 GHz with 256 MB RAM) (much fasstvith  */
/* SPSS 11.0). Thus, for 50 cases or more the Wisdwr DOS */
/* version of RanEigen (Enzmann, 2003) that is Hasea %/

/* method proposed by Lautenschlager (1989) shbaldsed. */

I* *

/* More details concerning the use of random eigéunes for */

[* parallel analysis can be found in Lautenschlgg889) */

/* and Enzmann (1997). The Windows and DOS version  */

/* RanEigen is avaiable at *

I* http://www.kfn.de/softwareenzmann.html . *
I* *

/* References: *

/* Enzmann, D. (1997). RanEigen: A program to deiae the */
[* the parallel analysis criterion for the numioér — */

/* principal components. Applied Psychologicaldderement, */
[* 21, 232. *

/*, D. (2003). RanEigen 2.0. Internet: http://www?*/

[* kfn.de/softwareenzmann.html . *

[* Lautenschlager, G. J. (1989). A comparison tdraktives */

/* to conducting Monte Carlo analyses for deterinm *

[* parallel analysis criteria. Multivariate Beharal — */

/* Research, 24, 365-395. */
e *.

set mxloops=10000.

matrix.

compute r_eigen=make(!Nltems,2000,0).

loop i=1 to 2000.

+ compute Ul = uniform(!NCases,!NItems).

+ compute U2 = uniform(!NCases,!NItems).

+ compute X = make(!NCases,!NItems,0).

+ loop k=1 to INCases.
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- loop I=1 to NItems.

+ compute x(k,1)=sqrt(-2*In(U1(k,l)))*cos(8*an(1)*U2(k,1)).
- end loop.

+ end loop.

+ compute D=X-(Make(nrow(x),1,1)*(CSum(X)/nrow(x)))

+ compute S=SSCP(D).

+ compute R=mdiag(1/sqrt(diag(S)))*S*mdiag(1/sge((S))).
+ compute r_eigen(:,i)=eval(R).

end loop.

compute rnd_eig=rsum(r_eigen)/ncol(r_eigen).

print rnd_eig

/title "Random Eigenvalues:".

end matrix.

IEndDefine.

/-k _________________________________________________________ */

/* The macro is called by: *.

/* ¥,

/* RanEigen Nltems = number of variables *.

I INCases = number of cases/tamanho dassteo */.
I ¥,

/-k _________________________________________________________ */

SET SEED=12345.
RanEigen Nltems=11 /NCases = 161.
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APPENDIX 3

THOMPSON SYNTAX HIERARQUICAL STRUCTURE

subtitle '5 n=1000 Faculty " first-order MM\
execute .

temporary .

select if (ranktype eq 3) .

factor variables=var_0014 to var_0028/
analysis=var_0014 to var_0028/criteria=factors(3)/
extraction=pc/rotation=promax/
print=all/'save=reg(all reg-pc)/ .

subtitle '6 second-order $$$$$$$S$SESSEFSSS$SHS".
execute.

factor variables=mean_1 to mean_3/

print=all
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