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ABSTRACT

Over the years there have been a number of differ@mputational methods
that allow for the identification of outliers. Mettis for robust estimation are known
in the set of M-estimates methods (derived from thethod of Maximum
Likelihood Estimation) or in the set of R-estimationethods (robust estimation
based on the application of some rank test). Thesealso algorithms that are not
classified in any of these groups but these methoglslso resistant to gross errors,
for example, in M-split estimation. Another propbsahich can be used to detect
outliers in the process of transformation of cooaties, where the coordinates of
some points may be affected by gross errors, caa beethod called RANSAC
algorithm (Random Sample and Consensus). The aufiresent a study that was
performed in the process of 2D transformation pa&tam estimation using
RANSAC algorithm to detect points that have cooatis with outliers. The
calculations were performed in three scenarios lmm teal geodetic network.
Selected coordinates were burdened with simulasdgeg of errors to confirm the
efficiency of the proposed method.
Keywords: Coordinate Transformation; RANSAC; Parameterriation.

RESUMO
Ao longo de anos elaboraram-se muitos métodos mlcs que permitem a
identificacao de erros grosseiros nas observag@eam desenvolvidos os métodos
de estimacdo robusta no conjunto dos métodos defincomo M-estimacdes
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(derivados do método Maximum Likelyhood Estimation) R- estimag6es. Outros
métodos sao também conhecidos que ndo se incluemhaim desses grupos, e que
também, mostram resisténcia aos erros grossogxgonplo, Msplit estimacdo. A
proposta neste artigo, que pode se aplicar ao gsocee transformacao de
coordenadas, quando as coordenadas de algunstids podem estar contaminadas
por erros grosseiros, € o método denominado de RANSIgoritmo (Random
Sample and Consensus). Os autores apresentamihbiljplzate da utilizacdo deste
método numérico para a detecgdo erros grosseirescoardenadas de pontos
utilizados na estimagdo dos par&metros de tranafgimm Experimentos foram
realizados com trés cenarios de erros nos dadaaotio uma rede real de pontos.
Os resultados obtidos nos experimentos realizados @ados simulados foram
animadores e confirmam a eficiéncia do algoritmoppsto grosseiros para
verificar a eficacia do método proposto.

Palavras-chave: Transformacdo de Coordenadas, RANSAC, Estimacéo d
Parametros.

1. INTRODUCTION

The transformation of coordinates allows for thenarsion of coordinates
from one geodetic system to another. Usually therdgnation of transformation
parameters is performed by the means of the leastres method. Unfortunately,
the least squares method is not immune to outliersgeodetic practice, each
observation is measured with an unknown true erfonong those errors there are:
systematic errors, random errors and gross er@servations burdened with gross
errors are called outliers, thus outliers are samg@lues that are significantly
different from the rest of the sample (GRUBBS, 1969 coordinate transformation
there are also situations when the coordinatesmeseference points are burdened
with gross errors. The outliers should be iderdifeed eliminated from the process
of transformation parameter estimation. One cam @éxrease their influence on the
estimated transformation parameters by applyingiapestimation methods e.g.:
robust M-estimation (maximum likelihood type estioth (HUBER, 1964;
JANICKA, 2011), R-estimation (DUCHNOWSKI, 2011) tire M-split estimation
(WSNIEWSKI, 2008) (estimation which results in two more resulting group of
competing parameters). The application of robusinasion methods in the process
of coordinate transformation has been tested. Ttaired results confirmed the
effectiveness of these methods (JANICKA & RAPINSKIQ13). The biggest
problem occurs when the dataset has many points gibss errors in their
coordinates. If the number of outliers is greatent40-45%, these methods do not
generate the correct results. Except from strigtidistical methods, there is a group
of numerical methods, which deal with outliers (I84 and BOYKOV, 2012;
CHOI et. al., 2009). In literature the RANSAC aliglom is often mentioned as a
good method to deal with such a data set. Thereforthis paper, it is proposed to
apply a RANSAC method (FISCHLER & BOLLES, 1981).tlre next section, the
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612 Outlier detection by RANSAC algorithm in the tramshation of...

general RANSAC algorithm is described. Section &pnts implementation of this
algorithm for coordinate transformation. Sectioshbws the results of tests of the
above procedure using a data set with various nisydfeoutliers.

2. RANSAC ALGORITHM

The RANSAC algorithm was first introduced by Fismhand Bolles in 1981
as a method to estimate the parameters of a centaitel, starting from a set of data
contaminated by large amounts of outliers. It is imative, non-deterministic
algorithm which uses least-squares to estimate hpadameters. The basic premise
of RANSAC is the presence in the data set of bdibeovations that fit the model
(inliers) and those which differ from the valuesiff@rs). The sources of data that
do not fit into the model are gross errors (measerd errors), noise or other
disturbances. The input data of the algorithm areet of data and a mathematical
model that will be matched to the data set. Theaathge of this method is that the
percentage of outliers which can be handed by RAGISAN be larger than 50% of
the entire data set (MURRAY & TORR, 1997). Sucheacpntage, known also as
the “breakdown points”, is commonly assumed to hme gractical limit for many
other commonly-used techniques for parameter estbma(such as a robust
estimation method, for example, for the Huber, Hahgmd Danish methods).

The RANSAC algorithm is essentially composed of steps that are repeated
in an iterative process:

1. Hypothesis,

2. Tests.

Apriori information, which is used in the procedditiing the model includes:

1. Minimum number of points (observations) reqdite fit the model;

2. Minimum number of iterations;

3. Parameter (ghdetermining the threshold that splits the inligcsn outliers
in the process of hypothetical model testing;

4. The size of the data set, which completes thegss of the iteration.

The hypothesis step is related to the concepteofitmimal sample set (MSS).
The first minimal sample set is randomly selectesinf the input dataset and the
model parameters are computed using only the elsntdrthe MSS. The MSS is
the amount of data (observations) required to caenfhe parameters of the model
(the minimum number of observations that is requiredescribe the model is equal
to the number of model parameters). The minimum bemis determined by the
selected function describing the model. For the R&mert transformation, the
minimum number of points is 2 with 2D coordinatasboth frames. Thus, the first
phase starts with selecting a necessary and minimumber of observations of the
data set. Based on these selected observationsuthat model (hypothetical) is
estimated. All of the remaining data are testedeims of fit to the hypothetical
model. If one or both of selected points are buedenith outliers, then hypothetical
model won't fit the rest of data. Therefore theaaithm will skip this model and
randomly pick another pair of points for anothepihetical model.
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In the testing step, RANSAC iteratively checks whigbservations f the
entire dataset are consistent with the hypothetieadel. This requires determini
the value of the parametery ispecifying the maximum distance from a test par
a hypothetical model. If it fits the criterion ofynthe point is treated as j another
hypothetical inlier. The minimum percentage of gliagons that must be tt
correct data in the whole data set must be alsmeatbfby user (for example, tl
model can be regarded as properly defined if 80%h@fobservations are those t
arenot burdened with outliers). The estimated modelisect if it has a sufficier
number of points that have been classified as coofeservations (inliers). The b
set of observations which is selected from theremtataset is called the consen
set (CS). Defining iteration as a single processaofilom selection of MSS and
testing, the number of iterations is determinedhayfollowing formula:

log ¢

=9 C Q)
iter IOg (1 _ q)
where:
¢ — probability of incorrect identification of theauel,
g — is calculated based on the following equation:
g = (N/N) 2

in which: N, —the number of points that belong to the consenst)
N — the total number of points,
k —minimal number of data that are necessary to ¢letmiine the mode

If we want to obtain an errdree selection of points (MSS) with a probabi
1-¢, we need to perform at least T iterations.

Figure 1 depicts aexample of the application of RANSAC to estimatge
parameters. The data set containing correct obemga(inliers) and observatiol
burdened with gross errors (outliers) is showniguFe 1.

Figure 1 — The data set observations.

Figure 1(a) - A data set with many | Figure 1(b) Line fitted with RANSAC
outliers. which a line has to be fitti
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Figure 1(a) presents the entire input data setm frwhich the correct
observations describing a straight line are sefec¢tgyure 1(b) shows the line that is
based on the correct observation (inliers) selebiethe RANSAC algorithm and
the solid dots are the outliers that do not fit ttnedel.

3. RANSAC APPLICATION IN TRANSFORMATION PARAMETER

ESTIMATION

The RANSAC algorithm described in the previous isectcan be used in
transformation parameter estimation. It is pattidy recommended if the results of
standard least squares estimation are not satisfadt can imply that outliers are
present in the set of reference points. To conflieneffectiveness of the proposed
method, the Helmert transformation was adopteddifiomally, determination of
transformation parameters is performed by the {sasares method using all
available points in a single computational procéssfortunately, since the least
squares method is not a robust method, this methodt immune to outliers. It
means that if, for any reason, one or more of #ierence point coordinates is not
correct, the transformation parameters calculatsthgu least squares will be
estimated with this error. Such observations meselminated from the data set
before performing least square estimation of comt@i transformation parameters.
In this paper, the RANSAC algorithm for estimatiohcoordinate transformation
parameters is proposed to complete this task. TRRSAC algorithm used during
the parameter estimation process allows selectiy those points that are not
outliers to be used in the estimation. In each stépthis algorithm, the
transformation parameters are still estimated by ldast squares method. The
greatest benefit of this approach is that the peagge of outliers can be larger than
50% of the entire set of reference points.

The RANSAC transformation is an iterative procesal as described as
follows:

1. Helmert transformation in two-dimensional spasea four-parameter
transformation. Thus, the minimum number of refeeepoints is twoln the first
step, two reference points are randomly selectenh fthe entire set of reference
points and the transformation parameters are @klby solving a set of four
linear equations. This is the step of creatiorhefttypothetical model.

2. The next step is the transformation of referqumiats coordinate from one
Cartesian coordinate system to another (e.g. alal IBartesian coordinate system to
the national 2000 coordinate system used in Polamih the hypothetical
transformation parameters (from the first step,tb@ basis of the hypothetical
model).

3. Definition of the parameter gnthe minimum number of iterations and the
minimum number of points (observations) requiredfitathe model. This is an
arbitrary parameter which corresponds to the maminallowable residual after
adjustment, so the value of this parameter dependthe required accuracy of
transformation.
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4. Calculation of Euclidean distances to each pioarh the points transformed
using a hypothetical model and testing conditidghd:< md then the point is added
to the minimal set of reference points describethinfirst step, then if the number
of inliers is sufficient (e.g. min 80% of the emtiset of total points).

5. If all conditions from step 4 are satisfied, iteration process is finished
(Fig.2). The Consensus Set (CS) is then definedbasdd on it, the transformation
parameters are re-estimated by the least-squardéisodnelf conditions are not
fulfilled, then RANSAC algorithm once again sele¢tee minimum number of
points to define a hypothetical model and the pidace 1-4 is repeated.

6. The final step is the transformation of coortiisafrom one geodetic system
to another using the CS model parameters.

Figure 2 presents the block diagram of the RANSR@dformation.

Figure 2 - Block diagram of RANSAC algorithm.
Source: The author.

YES
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NO

YES [NO
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In the Figure 2j stands for the current iteratidnis the maximum
number of iterationsn is a number of points selected in one iterationis the
minimum number of points for which the model isirastted, x1p, y1p, x2p, y2p are
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616 Outlier detection by RANSAC algorithm in the tramshation of...

coordinates in primary coordinate system, x1w, yt#w, y2w are coordinates in
the secondary coordinate system.

4. EXAMPLE

An analysis performed using real data (i.e., aZuwmtial geodetic network)
confirmed the effectiveness of the proposed algorit This object (named
JAROCIN) is a horizontal geodetic network, whichcliles 158 points. The
coordinates of these points are defined in thellooardinate system and in the
Polish Coordinate System “2000”, where 54 of them eference points. The
“2000” reference frame was introduced in Poland2b0D0 as a new national
reference frame after the ETRF (European TerrésReference Frame) was
adopted. Since the previous reference frame inndolas based on the Krassowski
ellipsoid, it was necessary to define a new systgwh create a new database of
control networks in the “2000” reference frame. féhare two ways in which this
task can be accomplished: re-surveying of the emtworks and new adjustment
in the 2000 frame and transformation of coordindtesn the previous reference
frames (either “1965” or local).

Re-surveying is preferable in the case of the higtder networks.
Transformation was allowed in the case of localrdoate frames and lower order
networks. In many cases, a problem with outliershie coordinates of reference
points occurred in the transformation process. fRefee points (points used to
calculate transformation parameters), burdened witldentified outliers had a
significant influence on transformation resultsefiéfore, it was necessary to find a
way to automatically identify outliers among refece point coordinates. The
JAROCIN network was re-measured and re-adjuste20Dv in “2000” reference
frame. Since the mean error of coordinates waslentabn 2 cm, these coordinates
were considered as error free for the purpose ef RMANSAC transformation
method testing. In the rest of the article thisrdamates will be called “catalogue
coordinates”.

The transformations were performed in three scesanith different numbers
of reference points burdened with gross errors 2¥3and 45 outliers respectively)
and different value of these errors. The artifigielors were added to both X and Y
coordinates. Number of iterations performed forhesenario with respect to the
parameter is presented in Table 1.

Table 1 - Number of RANSAC iterations.

Scenario Number of 1
outliers 90% 95% 99.7%
1 13 3 3 7
2 27 8 10 20
3 45 81 106 206
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The first scenario assumed that 24% (13 out of &f4)he reference point
coordinates included outliers with a magnitude frorh5-0.30 m. The purpose of
the RANSAC algorithm in the process of coordinasms$formations is to use only
the correct observation. Outliers will not be takduring the estimation of the
transformation parameters. The RANSAC algorithmusth@whoose 41 points that
are not burdened with gross errors and calculate dbrrect transformation
parameters. Figure 3 and 4 present the histograimeafesiduals X and Y obtained
in the first scenario.

Figure 3 - Histogram of the 41 points X residuataited in the first scenario.

RANSAC solution

number of points.

Values of X residuals [m]

Figure 3 presents a histogram of the X residuataioéd in the first scenario.
The values of these residuals are between -0.0Dtbm.

Figure 4 - Histogram of the 41 points Y residuataited in the first scenario.

RANSAC solution

number of points

-0.068 -0.05 -0.04 -0.03 -0.02 -0.01 0.00 0om 0.02 003 004 0.05 0.06

Values ol ¥ residuals [m]
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The Figure 4 shows the histogram of the Y residwdltined in the first
scenario. In this figure, the values of these el are also between -0.03 to 0.04
m.

The RANSAC algorithm identified all outliers and ethtransformation
parameters were computed using 41 correct pointe fesulting coordinates
obtained from RANSAC transformation were comparéith watalogue coordinates
and the differences between them were calculatdde fesulting coordinate
differences are presented as histograms in FigarelS.

Figure 5 - Histogram of the differences betweeroKrdinates after RANSAC
transformation and catalogue values in the firehacio.

RANSAC solution

number of points
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| | |
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-0.10 -0.06 -0.02 0.02 0.06 0.10

X coordinate differences [m]

The Figure 5 presents the histogram of the X coatdi differences obtained
in the first scenario. The values of these diffeemnare between -0.06 to 0.08 m.
However, more than 80% of the differences aretless +0.02m.

Figure 6 presents the histogram of the Y coordidéferences obtained in the
first scenario. The values of these differencesateeen -0.04 to 0.04 m.

From Figures 5 and 6 it is clear that all of therdinate differences are much
smaller than the value of gross errors. It showst tihhe RANSAC algorithm
prevented outliers from being used in transfornmfiarameters estimation.
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Figure 6 - Histogram of the differences betweerp®rdinates after RANSAC
transformation and catalogue values in the firehacio.

RANSAC solution
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The calculation in the second scenario performed tlom same dataset
JAROCIN, which includes 158 points and 54 of them @ference points. In this
scenario the gross errors of magnitude of 0.1536 th were added to the X and Y
coordinates of 50% of reference points (27 out df réference points). The
RANSAC algorithm should choose 27 points that areburdened with gross errors
and calculate the correct transformation paramef@men the transformation
parameters were estimated and the transformatisrpedormed. The values of the
residuals obtained in this scenario are shownguiels 7 and 8.

Figure 7 - Histogram of the 27 points X residuataited in the second scenario.

RANSAC solution

number of

Values of X residunls [m]
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The Figure 7 presents the histogram of X residadlgined in the second
scenario. In this scenario, the values of the tedgdare between -0.03 and 0.04 m.

Figure 8 - Histogram of the 27 points Y residuataited in the second scenario.

RANSAC solution

In the Figure 8, the histogram of 27 point residualshown. Based on this, it
can be determined that more than 90% of the relsidua less than +-0.02 m.

In the second scenario the RANSAC algorithm agdémiified all outliers and
the transformation parameters were computed usihg@drect points. Then the
transformation of 158 points from local coordinatstem to the Polish Coordinate
System “2000” was performed. The histograms of thiferences between
coordinates after transformation and catalogueesglre shown in Figures 9 and
10.

Figure 9 presents the histogram of the X coordid#ferences obtained in the
second scenario. The values of these differenceshetween -0.06 and 0.06 m.
However, almost 80% of the differences are less #@.02m.

Figure 9 - Histogram of the differences betweeroXrdinates after RANSAC
transformation and catalogue values in the secoedasio.
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Figure 10 - Histograms of the differences betwemrdinates Y after RANSAC
transformation and catalogue values in the secoadasio.
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Figure 10 presents the histogram of the Y coordimtitferences obtained in
the second scenario. The values of these diffeseaa=between -0.04 to 0.04 m but
more than 90% of the differences are less that®2r.

From Figures 9 and 10 it is clear that all of therclinate differences are much
smaller than the value of gross errors. It shoves the RANSAC algorithm again
prevented outliers from being used in transfornmpiarameters estimation.

The calculation in the third scenario was perfornoedthe same data set
JAROCIN. In this scenario the gross errors of magld of 0.15 to 0.30 m were
added to the X and Y coordinates of 83% of refezqruints (45 out of 54 reference
points). The RANSAC algorithm should choose 9 pothiat are not burdened with
gross errors and calculate the correct transfoomagiarameters. The residuals,
calculated to the nine correct reference point dimattes, are presented in Figures
11 and 12.

Figure 11 - Histogram of the 9 points X residualaiteed in the third scenario.

RANSAC solution
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The Figure 11 presents the histogram of X residoéltgined in the third
scenario. In this scenario, the values of the tedgdare between -0.01 and 0.02 m.

Figure 12 - Histogram of the 9 point residuals Yaited in the third scenario.

RANSAC solution

number of points

Values of ¥ residuals [m]

The Figure 12 presents the histogram of Y residoéltgined in the third
scenario. The values of the residuals are aboud 1@.
The resulting coordinate differences are preseagetistograms in Figures 13 and
14.

Figure 13 - Histogram of the differences betweeroXrdinates after RANSAC
transformation and catalogue values in the thishago.
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In the Figure 13, the histogram of the X coordirdiféerences obtained in the
third scenario is presented. The values of theBerences are between -0.06 and
0.06 m as in the second scenario. The resultseofrnsformation are almost the
same in those two scenarios.

Figure 14 - Histograms of the differences betweesodrdinates after RANSAC
transformation and catalogue values in the thiehado.

RANSAC solution
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Figure 14 shows the histogram of the Y coordindfferénces obtained in the
third scenario. The differences are similar to theoordinate differences in the
second scenario and are between -0.04 and 0.06 m.

In this scenario, the coordinates of 45 points @ataminated by outliers.
Thus, only 9 out of 54 points are not burdened wgthss errors. In this case,
traditionally used robust estimation methods wontit give the correct result.
These methods would recognize those nine correctspas outliers and 45 bad
points as correct points. RANSAC transformationrecily identified 9 points
(inliers) and the transformation parameters wetienesed based on them.

Analyzing the coordinate differences obtained in stenarios of the
calculations, it can be seen that the X coordidéfferences are slightly larger than
Y coordinate differences. Since point coordinatesduin this experiment were
obtained from the GNSS survey (for a second fratme)might be the influence of
some surveying errors (due to bad satellite gegmatrhorizon obstructions at
some points). However, it had no effect on thewation results.

5. DISCUSSIONS AND CONCLUSIONS
In order to show the robustness of this approdud,method was applied in
three different scenarios, considering differeninbers of outliers. It started with a
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case with 24% of points contaminated with outliargl continued with a 50% of
outliers up to a very high number of 83% of poitistaminated with outliers.

In each variant, the desired results of the cafimria were achieved. The
algorithm was able to find a correct solution amd eliminate outliers from
estimation process. Therefore, the effectivenesRANSAC algorithm applied to
estimation of coordinate transformation paramei®infirmed. The main goal of
the study was to confirm the possibility to properéstimate coordinate
transformation parameters, when the total numberoaits burdened with errors is
greater than 50%. Calculations performed in th@sg@nd third variants prove the
effectiveness of the proposed algorithm, with thenher of observations burdened
with errors at the level of 83%. In all three sa@mboth residuals and calculated
distances between catalogue coordinates and catedimfter transformation were
at the level of random observation error. The numbk required iterations
increased with the number of outliers in the dataFo assure for 99.7% that in the
third scenario the algorithm will select two poititat are not outliers 206 iterations
were required (Table 1).

Despite the advantages of this method, it has dtowes. It is not an efficient
method from a computational point of view. Numbeéiterations increases with the
number of outliers in the data set and with regliprobability of successful
selection of two inliers. It requires much itecsts and many operations which
sometimes (especially in the case of large seltg) @alonger time than the standard
procedure. There is also a risk that the algorithith not select the proper two
points for the best solution (which depends onetlpeiori selection ot parameter).
Therefore, an insightful analysis of results isuieed.
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