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A Validation Metrics Based Model
Calibration Applied on Stranded
Cables

The present work is aimed at building a computationodel for a typical stranded cable
based on the basic principles of Verification aralidation. The model calibration and

model tracking are guided based on a pool of valiametrics suitable for data which

are commonly used in structural dynamics. The estimused for the associated inverse
problem is the Maximum a Posteriori estimator ahd parameter estimation process is
performed sequentially over experiments. Experiaietdsts have been performed at
CEPEL's (Electric Power Research Center) laboratspan with the overhead conductor
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Grosbeak in order to provide the measured data. Phedictive capacity of the
computational model is assessed by means of freguemd time-domain validations

through FRFs, band limited white-noise and sineegwexcitations. We also present novel
and reliable estimates for the bending stiffness damping parameters of a widely used
transmission line conductor.

Keywords: model calibration, validation metrics, maximum @steriori, stranded cables,

bending stiffness

I ntroduction

The use of computational models (CM) in differen¢es of
engineering and applied sciences has become nerrimalustry and
academia. CM have broadly been used for prelimindegign,
optimization, decision-making, predictions and s@o. oSuch
increasing reliance on computer model predicticass maturally led
to the nucleation and development of the Verifimati and
Validation (V&V) field (AIAA, 1998; ASME, 2006).

data more complex than the one used in (iii), (mdke model
revisions based on the result of (v), and (vii)ngoback to (iii)
depending on the result obtained in (v) and (Vije Fequence of the
seven steps just presented clearly states thatptbeedure of
calibrating a set of parameters of a chosen modaled on
experimental data does not assure its predictipatbty. Within a
V&V program, calibration can be considered as ohisoessential
steps.

Model calibration is accomplished based on an segroblem

The AIAA (2008) defines validation as the procest oformulation associated to a system under studyiaiglbased on
determining the degree to which a model is an aeur information both from model predictions and meadutata. A key-

representation of the real world from the perspestiof the
intended uses of the model. In other words, vabdacan be
defined as the act of quantifying the credibility @ model to
represent some phenomena of interest (Sornetie 2088). Based
on this philosophy some strategies have been peopiwsorder to
determine a credibility level for a computationabdel (ASME,
2006). A literature review presents some receintlestbased on the
basic principles of V&V applied in different areasiang et al.
(2010) present some methodologies to calibrate pdesgs and
validate power distribution system models. The arghuse
information of historical loads and measuremenadatd they also
use the calibrated models to generate scenariogpriedictions.
Greenwald (2010) presents a comprehensive texarong several
information about V&V. Greenwald (2010) emphasizése
usefulness of V&V for physics of plasmas inasmushsach field
encompasses different ranges of temporal and bpatales,
nonlinearities and extreme anisotropy. Hemez ef28l10) propose
and define some desired characteristics for whealied predictive
maturity. According to those authors, predictive tumity is a
powerful quantitative tool that could guide deaisimnakers to
allocate resources for experimental tests and dedelopment. The
guantitative metrics presented by those authorsbeamsed to track
model progress as additional information becomeslahe. Those
authors presented detailed analysis for a compattimodel based
on the non-linear Preston-Tonks-Wallace model fastity.
Roughly speaking V&V encompasses several steps asicli)
proper definition of the intended use of the mod#g), optimum
experiment design and data collection, (iii) mocilibration based
on parameter estimation, (iv) evaluation of thedtve capacity of
the model based on new experimental data, (v) atialu of the
predictive capacity of the model in an environmehich provides
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point to be considered is that despite the fact biwth validation
and calibration are processes built on experimetatd, calibration
is not validation. Although calibration of a modehy indicate the
model's data fitting ability it does not assure fsedictive
capabilities (ASME, 2006). Its predictive capai®t should be
assessed based on quantitative comparisons betweatel

predictions and measured quantities. The level oampexity

associated to these quantitative comparisons cannteased
according to a range of operational parameters difigrent
environmental conditions (Hemez et al., 2010). \Mita V&V

program, the use of validation metrics is a key-tmodetermine
these predictive capabilities.

Oberkampf and Barone (2006) recommend some featores
define metrics to quantify the agreement betweenpedational and
experimental responses. Those authors state #nétrictional form
of the metric is not absolute or unique; it shoaldy measure the
agreement between computational results and expetaihdata in
such a way that positive and negative errors canantel. Those
authors also emphasize that such metrics shoudduagertainties in
experimental data and in model predictions whenéusrpossible.
The metric proposed in Oberkampf and Barone (209®gsed on
the statistical concept of confidence intervals.Gherkampf and
Barone (2006) it is also presented three applinatizwhere the
uncertainties in the measurement are taken intountcfor the
computation of the proposed validation metric. Irarlg et al.
(2010) it is presented an accuracy index denotexesall accuracy
index which takes into account the ratio betweeedjotions and
measurements in a global fashion. Those authors talse into
account the stochastic behavior of measured dateatso propose
an analysis of such index based on the conceptoofidence
interval. Schwer (2007) proposes a metric suitablbe used with
time domain data containing characteristics comgmenicountered
in structural dynamics signals.
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The general purpose of the present work is to bailsimple
computational model for a typical stranded cablemmnly used in
the design of energy transmission line systems.ribéel building
process is guided by the V&V basic principles. Mepcifically,
the usefulness of the model and the tracking pssgref its
reliability level are assessed by means of a pdolaidation
metrics. For this analysis it is considered experital data both in
frequency and time domains collected at CEPEL'safiian
Electric Power Research Center) laboratory spanttier ACSR
cable Grosbeak. For the parameter estimation psotds used a
sequential estimation process based on the MaximuPwosteriori
estimator. At least in principle, the analysis preed by the authors
can be extended to different types of models fbrating systems.
Moreover, we expect that the parameters estimatethé specific
stranded cable used in the work can be used forpuatational
prediction-based decisions of the specific calde Was analyzed.

The article presents the following sections: Intrctibn,
Mechanical Vibrations of Stranded Cables: Mathecahfilodeling,
Inverse Problem, Model Validation, Experimental-Bet Results
and Final Remarks.

Nomenclature

APCC= amplitude-phase correlation coefficient
Csc = Sprague and Geers’ comprehensive error factor

D = conductor nominal diameter, m
E  =Young modulus, Pa
El = conductor bending stiffness, Rm

f = probability density function
F(x,t) = external excitation, Nth

H = vector containing frequency response functions
I = cross-section area moment of inertia, m

J = sensitivity matrix

L = span length, m

Msg = Sprague and Geers’ magnitude error metric
N; = number of frequency data points

Ns  =number of sensors

p = vector of unknown parameters

Ps¢ = Sprague and Geers’ phase difference metric
Suap = Maximum a posteriori objective function

t =time, s

T  =tensile load, N

V = parameter covariance matrix

W = error covariance matrix

X = axial coordinate, m

y(x,t) = conductor transverse displacement, m

Greek Symbols

a = aerodynamic damping coefficient, Ném

& = material damping factor, Pa-s

M =conductor mass per unit length, kg/m

g, = standard-deviation of the measured data

dgp1 = standard-deviation of the unknown parameter p
agy, = standard-deviation of the unknown parametgr p
oy = standard-deviation of the unknown parametgr p
w = circular frequency, rad/s

Ap¥ = parameter increment af'lteration

Subscripts/Super scripts

est, e= estimated
exp, X = experimental

pr = prior distribution
H = Hermitian operator
T  =transpose operator
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M echanical Vibrations of Stranded Cables: M athematical
Modeling

Stranded cables are structural components whicbegeseveral
applications. This type of component can be usadgkample, in
cable stayed bridges (Sih et al., 2008) as welh &snsmission line
systems of electric energy (Hagedorn, 1982; Hagedbal., 1987).
For the present work we decided to build a model &atypical
stranded cable which is commonly used in transonsdine
systems. This model building is based on the ppiesi of V&V.
Hence, some descriptive information concerning [ays
characteristics of this system, its operationaliremvnent and the
intended use of its computational model will bevinled throughout
this section.

The majority of overhead conductors employed inhhig
voltage transmission lines are composed of stedl aominum
wires helically wrapped around a central core. Tagycommonly
referred to as ACSR or Aluminum Conductor SteelnReced. In
the field, overhead conductors are strung to hégtsite loads and
their ends are clamped at the suspension toweeseTstructures,
also referred to as cables or helical strands, &pglications in
other fields such as civil and ocean engineering éxample, in
bridges, towers and masts) due to their high sthend\n
important feature of such structures is their losnding stiffness
(Cardou, 2006). Cardou (2006) provides an excellgatature
review of various mechanical models proposed fozutar cross-
section wire strands aimed at computing their begditiffness.
The first works about this subject rely on a diffier set of
simplifying assumptions, what leads to a more @slaccurate
evaluation of the bending stiffness. Most of therkgocited by
Cardou (2006) approaches the problem of estimatorge cable
parameters by means of static analysis and dynandlysis based
solely on its natural frequencies. The damping p&ters of these
structures are not discussed by Cardou (2006).

Owing to the complex geometry of a typical overheadductor
under bending, the majority of the theoretical medevailable in
the literature consider such a complex mechanitakctire as a
continuous homogeneous system (Claren and Dian&9;19
Dhotarad et al., 1978; Hagedorn, 1982; Diana ef2800; Barbieri
et al., 2004; Matt and Castello, 2007; Castello stadt, 2007). The
simplest models treat the conductors as homogentaiisstrings
without bending stiffness, while the more sophatd ones
consider them as homogeneous Euler-Bernoulli begthsconstant
bending stiffness. Although being a common pragticeloes not
mean that such equivalent homogeneous models dtablsuto
describe the dynamic behavior of a transmissioa ¢ionductor. To
the knowledge of the authors, no previous work &smpted to
assess the validity of equivalent homogeneous headels when
applied to a transmission line conductor. Hence, major
contribution of the current work is to assess thedjctive
capabilities of an equivalent homogeneous beam oaleed on
quantitative comparisons between predicted andrebdgesponses
of a typical conductor in both time and frequen@mains. The
beam model seems to be more appropriate to desdhibe
mechanical vibrations of overhead conductors; rbeéess, two
problems should be highlighted.

The first problem is that there is a great uncetyaconcerning
their bending stiffness. The common engineeringctira is to
choose a constant value for the bending stiffnagisimthe range
defined by the minimum and maximum theoretical ealuThe
minimum theoretical value is obtained by considgtime conductor
as a bundle of individual wires and by assuming the wires are
free to move relative to each other (full slip babg (Cardou,
2006). The maximum theoretical value is obtainedcbgsidering
the conductor as a bundle of individual wires agcabsuming that

ABCM



A Validation Metrics Based Model Calibration Applied on Stranded Cables

the contact pressure among the wires is high entughevent their
relative motions (full stick behavior) (Cardou, B)0For typical
overhead conductors, the maximum and minimum vahesg differ

by several orders of magnitude; for example, foe tACSR

conductor Grosbeak investigated in the current witré minimum
and maximum values are, respectively, 28°Nmd 1027 Nrh The

actual bending stiffness of a typical conductos ligthin the range
defined by the minimum and maximum theoretical galuDuring
its bending vibrations there may be relative movembetween its
constituent wires, movements which are constraibgdfriction

among them.

The second one is concerned with damping estimation
stranded cables. Barbieri et al. (2004) estimagentiodal damping
ratios of a transmission line conductor. In theorkvthey assume
the conductor as a homogeneous Euler-Bernoulli begaanestimate
the modal damping ratios associated with the fivet modes of the
Ibis conductor. They also estimate the parameteesoportional
damping matrix adopted for a reduced model (Friseteal., 1995)
of the cable. Their results encompass two diffetensile loads and
three different lengths of the analyzed cable. Anpartant
conclusion of their work is that the estimated mattamping ratios
are inversely proportional to the cable tensiledlddowever, they
did not estimate the bending stiffness of the amedycable. Kim
and Park (2007) approached the problem of estigatible tension
forces based on the measured natural frequencies.akdd Park
(2007) consider the effect of the bending stiffnesthe cables and
also the sag-extensibility effect. They formuldte inverse problem
in a way that it is possible to estimate simultarsdp the bending
stiffness, the axial rigidity and the cable tensdad. They present
results based on numerical simulations and alsoedbasn
experimental data for cables used in bridges. Arpomant
conclusion presented by Kim and Park (2007) is thatestimated
bending stiffness was nearly proportional to theleaensile load.
However, they did not take damping into accourthi&ir analysis.

Based on the previous information, the authors ligbh the
interest in obtaining a suitable simple mathemhbtioadel for a
typical transmission line cable based on the haiciples of V&V
such that: (i) experimental data commonly obtaitgddynamic
testing can be used for the model building procégsthe model
calibration considers the estimation of stiffnessd adamping
parameters at the same time; (iii) the model ccutdused for
transient analysis and (iv) the model is suitalde model based
optimization strategies.

In the present work a typical conductor is modeksd an
equivalent homogeneous Euler-Bernoulli beam withnstant
bending stiffnress and subjected to a constant léenkiad.
Disregarding both the rotary inertia and sag exbditg, a simple
model for the system may be described by the fatigvgoverning
equation (Matt and Castello, 2007; Castello andt\2&07):

_Tﬂ+é’|i ﬂ +
ox? ot ax*

2
a2yl =k @
ot

ot

whereF(x,t) stands for the external excitatiom;denotes the mass
per unit length of the conductor; the fourth term tbe left-hand
side of Eq. (1) stands for a viscous-like aerodyisaslamping; the
parameterr is the equivalent aerodynamic damping coefficiénis
the Young modulus and the third term on the lefichaide of Eq.
(1) represents, in the equivalent homogeneous bemael, the
energy dissipation mechanism associated with ther-gtrand
friction among the wires of a typical conductoe. i is a material
damping factor.

Concerning the simple damping models chosen to riesc
energy dissipation mechanisms, in Eq. (1), theofalhg remarks
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should be highlighted. The first one is that theodgnamic
damping (i.e., the energy dissipation due to fittbetween the
vibrating conductor and surrounding air) is repnéseé by a linear
viscous damping model (the fourth term on the tefitd side of Eq.
(1)). The majority of previous works neglects agrmahmic
damping, although researchers strongly recommengat®ns on
the measured energy dissipated by a transmissiencbnductor in
order to account for it (Rawlins, 1983). The seconé is that the
conductor self-damping is represented by a lineamging model
derived from the Kelvin-Voigt constitutive relatisinp and for
which the damping force becomes directly propoeldo the time
rate of change of conductor curvature (the thiminten the left-
hand side of Eq. (1)); one should note that thetiém among the
conductor wires depends somehow on the time ratharfige of its
curvature during bending vibrations. Although wevédanot
considered hysteretic damping model in Eq. (1)s itvell-known
that the majority of works that takes into accoimet conductor self-
damping represent it by linear hysteretic dampirgglefs, in which
the damping force is directly proportional to cootdw vibrating
velocity and inversely proportional to the excivati frequency.
However, it is well-known that such linear hysteretiamping
model has two flaws. Firstly, it violates the cditgaprinciple
(Crandall, 1970; Adhikari, 2000) and, secondlycah be used only
for single-frequency harmonic excitations. Finaltile equivalent
homogeneous beam model mathematically describé&ttjbyl) may
naturally be coupled with the fluid dynamics eqo@asi in order to
simulate the fluid-structure interaction problemveming the
Aeolian vibrations (Rawlins, 1979; Cigré, 1989; Men et al.,
2005) on a transmission line conductor in a wayilainto the one
presented by Wang et al. (2001).

Direct problem

The direct problem consists in finding the solutmnEg. (1),
satisfying the appropriate boundary and initial dions, with the
conductor parameteisl, a and él, and the excitatioi-(x,t) being
known. All the remaining parameters appearing in Ep are
assumed to be known. Several analytical technigaeésnumerical
methods may be used to solve the direct probleme,Hhe direct
problem is solved through the finite-element meth@tughes,
2000). The details of the finite-element solutiorf ¢the
aforementioned direct problem may be encounterseiviere (Matt
and Castello, 2007; Castello and Matt, 2007).

I nver se Problem: Parameter Estimation

For the inverse problem of parameter estimationsictaned
here, the conductor bending stiffndsls the aerodynamic damping
coefficient @ and the internal dissipation factér are regarded as
being unknown. The additional information used $tireate these
parameters are the complex frequency responseidaeaneasured
at prescribed locations=x,, a = 1, 2, ...,N,, along the conductor
and at circular frequenciesy, b = 1, 2, ...,N;, whereN; is the
number of sensors am{j is the number of frequency data.

For the parameter estimation process we considatr e
unknown vectorp is a random vector. Therefore, based on the
Bayes' rule for conditional probabilities, we caritev

f(H®®1p) fpr (P)

feIH=—— o

)

where f(p|H®®) corresponds to the posterior probability density
function ofp given the measured FRF*®: f(H*9p) corresponds to
the likelihood functionf,(p) corresponds to the priori probability
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density function ofp and f(H®® corresponds to a normalizing
factor. Adopting the hypothesis that the measuréneerors are
Gaussian distributed and that our current statenofvledge about
p, which is represented by the priigi(p), can also be represented
by a multivariate Gaussian distribution, we cannfolate our
inverse problem based on the search for the pgntwhich
maximizes f(p[H®®. Owing to the hypotheses previously
mentioned, maximization off(p|H®® is equivalent to the
minimization of the Maximum a Posteriori estima8ynp, given as

Suar(®) = [P~ Hes(p) wHEP et

®3)

+ pu-pl"v2p, -]
whereH®(p) andW denote, respectively, the model FRF and th
inverse of error covariance matrig;, andV denote, respectively,
the mean value and the covariance matrix of thenawk
parameters based on our prior state of knowledgritap. By
assuming that the measurement errors are additivegrrelated
and normally distributed, the weighting math\¥ is a diagonal
matrix with the reciprocal of the covariance of theasurements,
1g? , n=1,2,..N xNgx 2, on its diagonal (Orlande, 2002).
The factor 2 appears because both real and imagpeats of the
measured FRFs are taken into account, as expldatedon this
section. The iterative procedure for the minimiaatof Syap(p),
given by Eg. (3), may be written in the form (Oudizn 2002)

Apk = |:JkTWJk +V‘1Tl[‘]k W[Hexp_Hest(pk)]+V—l(pﬂ _pk)}
@)

The estimation process will be considered sequgnt@ver
experiments. We take the experimental data in twsjoidt
frequency bands. Initially we start the estimatfocess based on
the experimental information within the lower fremey band and
taking into account the fact that cairpriori information aboup is
not reliable. This is accomplished by considerihg tovariance
matrix V composed of large components. Once we have oltaine
estimate fop based on the experimental data of the first fraque
band, we take this information into account as thepriori
information for the second set of experimental deeence, we build
up Suar(p) and perform once again the estimation processdcbas
the experimental data associated with the secceguéncy band.
We decided to approach the inverse problem basedsequentially
staggered way due to the fact that transmission debles possess
high modal density spectra and that the frequeaoge associated
to aeolian vibrations, in general, encompasseseat gnumber of
modes for this type of structures. Therefore, wasaer the
experimental data in two disjoint frequency ranigssead of taking
into account a great amount of experimental dathetsame time
for the inverse problem.

It should be remarked that, as the parameter dstimizchniques
have to deal with experimental data which possesisand imaginary
parts, we decided to arrange them in the folloviastpion:

LY ()

o
" L%, ) ©

where
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LYw) :{Re[qu(w, )], Im [qu @ i ,Re[H ,‘\‘Is (w )], Im [H ,‘jls (s )I}T
(6)

wherer = 1, 2, ... N;, the superscripg may be equal texpor estand
the subscript under the symhdl corresponds to the number of the
sensor.

M odel Validation

Once we have performed the parameter estimatiomepso
aiming at calibrating the computational model to sat of
experimental data a natural question that one naéseris: how
accurate are the predictions provided by a comjautat model?
Such question is suitable here, inasmuch as oncleawe chosen a
@pecific model such as Eq. (1) and estimated itarpaters, what
level of confidence can we assign to this compaoteti model? This
answer can be partially fulfilled by validation pesses.

As it has been previously mentioned, the AIAA rep@lAA,
1998) defines validation as the process of detémpithe degree to
which a model is an accurate representation oféaéworld from
the perspectives of the intended uses of the mddehe present
work we will track the progress of our model cadition based on
basic principles of V&V. More specifically, the dadation process
will be guided by some validation metrics. In ortleassure that the
validation process remains independent of calibnapirocesses, it is
imperative to keep their associated experimenta disjoint.

The validation metrics used here should be suitatule
quantitatively compare data associated to strukctalgnamic
analysis. Among some possible metrics we decidedige the
following validation metrics: (i) the amplitude-pd& correlation
coefficient (henceforth abbreviated as APCC); i@ Sprague and
Geers metrics (Schwer, 2007; Sprague and Geer8) 200 (iii) a
point-to-point error norm. The APCC is defined as

2a" (w)b(w)
a" (wa(w) +b " (wW)b(w)

APCQ(w) = @

where ¢)" denotes the Hermitian operator am@ndb correspond
to vectors containing all FRFs measured at theufeqy w. The
absolute value of APCC is equal to one if and aiflya andb
possess the same magnitude; otherwise, its absallue is always
less than one. This metric seems appropriate inglsras it provides
a quantitative comparison at a frequenoytaking into account a
group of FRFs to compose vectarandb. For comparisons of time
domain signals composed of several frequency coemsn
Oberkampft and Barone (2006) suggest the Spragde Geers
metrics. Sprague and Geers (2003) proposed metiacguantify
magnitude errorsMsg and phase differenceBgg the former is
insensitive to phase differences whereas the latansensitive to
magnitude differences. Sprague and Geers alsoneetaGeers
original idea of one number representing the coetdbimagnitude
and phase differences, named Comprehensive Errcio-&se
These metrics are defined in Eqgs. (8), (9) and: (10)

Mg = /Vye/Vix 1 (8)
1 -1 V.

Pgg=—cos | == 9)
n ( VVixVee

Cse=yM&c+ P (10)
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where, for simplicity, the (abbreviated) subscri@fg and ¢). refer
to experimental and estimated quantities, respagtivand v, is
defined as follows:

_ 1
vab—mjtfya(t)yb(t)dt, ab{ x¢ (11)

wheret; <t <t, is the time span of interest for the responsehjst
For further details about Egs. (8), (9) and (18g teader should
refer to Schwer (2007) where that author analyhedSprague and
Geers metrics applied to experimental wave-likenalig and also
presented comparisons of these metrics with opinaira group of
experts in the field.
The third validation metric is a point-to-point @rmorm ¢}

which is defined for a generic estimated quanifyas follows:

exp _ qest) H @ exp _ qest)
@) @) '

A natural question at this point is concerned withich values
are considered acceptable for a validation me8chwer (2007)
states that establishing upper limits on acceptabteiracy remains
an open topic in the V&V community. Geers (1984)dgests’ the
following rule-of-thumb guidance on values for hi®mbined
metric: “My personal reaction has been that anghielow about
20% is really good. When you get to around 20-30%s getting
fair. When you get above the 30-40% range thaatiser poor.” In
the current work, we adopt the 20% as the uppeit lon the
Sprague and Geers metrics for an acceptable agcusdicin all,
these pool of metrics enable one to perform somantifative
comparisons between the predictive capacity obagiof models.

As just mentioned, the pool of metrics presentethis section
will be used to assess the predictive capabilities the
computational model described in the Mathematicabdbling
section. Therefore, once they provide results nofavor of the
model, it clearly means that an action must be rtake initiate
improvements in some steps of the modeling and{permental
design. Hence, instead of judging the suitabilityaomodel based
solely on data-fitting graphs we will guide our bs#s based on the
basic principles of V&V.

lgest =1 (12)

Experimental Set-Up

This section is dedicated to describe the experiahaet-up. All
the experiments have been performed at the labgrapman of the
Electric Power Research Center (CEPEL). The tression line
conductor under analysis is the ACSR Grosbeak, e/l=ight per
unit length and nominal diameter are, respectively,1.3027 kg/m
and D = 25.15 mm. The span length used in the tests
L=51.950 m. The tests are performed for two differeensile
loads, namely 16481 N (1680 kgf) and 21778 N (2Rgf). The
tensile loads of 1680 kgf and 2220 kgf correspandpproximately
14% and 19% of the Grosbeak rated tensile strefBRS),
percentages commonly employed in the field.

The Grosbeak conductor is instrumented with antrelédgnamic
shaker and with three piezoelectric acceleromeatarsely AC1, AC2
and AC3. The electrodynamic shaker employed for EHRF
measurements was manufactured by Data Physics,| @ets0 with
controller DP-V150 and amplifier A-10C-05. The powef the
amplifier is 1250 W; the maximum shaker displacenigr?5.4 mm
peak-to-peak; the maximum velocity is 1.5 m/s; tmaximum
acceleration is 72 g; the nominal forces are 100639 N and 1300 N
respectively for sinusoidal, random and shock; afinglly, the
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frequency range is 2 Hz to 5 kHz. The force transdwsed was
manufactured by Bruel & Kjaer, model 8230-002 witbminal

sensitivity 2.41 mV/N. The three accelerometers duseere

manufactured by Bruel & Kjéer, model Deltatron 4818 with 1 gr

mass. The force transducer and the three acceltmmare IEPE;
their frequency ranges encompass 5 Hz to 6 kHa@rditg to the
manufacturer's specification.

Figure 1 shows a sketch of the experiment togettigr the
accelerometer positions. The dimensions shown ig. Bi are
;=14 m,(, = 0.7 mandl; = 1.6 m. It is worthwhile to mention
that the electrodynamic shaker is located at theesaosition as the
accelerometer AC3, i.e., the position givenxoy (3 is the driving
point of the conductor.

Force transducer

shaker

Figure 1. Experimental Set-up.

The signals from the electrodynamic shaker and filoenthree
piezoelectric accelerometers are read and recoted®ULSE
acquisition data system from Bruel and Kjaer, whiah turn,
computes the desired frequency response functimrseach tensile
load, we decided to measure the FRFs for two diffefrequency
bands, as shown in Table 1. The frequency bandsrsiroTable 1
are within the frequency range expected for aealibrations in the
field. All the FRFs are measured with 801 equafigced frequency
points. Such a high frequency resolution becomesssary in both
frequency bands in order to capture the closelgeganatural
frequencies of the conductor and to obtain wellraf peaks in the
FRFs. For validation processes, time-domain acatter data are
also measured for band limited white-noise and s&weeep
excitations, as indicated in Tables 2 and 3.

Table 1. Characteristics of the measured FRFs durin
CEPEL's laboratory span.

g tests performed at

Freguenc Frequency
d y resolution Averages Accelerometers
range (Hz) (points’
is [6,17.5] 801 30 ACl,AAC%Z and
[17.5, 30] 801 30 AClA/-é:%Z and

Table 2. Time-domain signals recorded for the condu  ctor Grosbeak under

the tensile load T = 16481 N.

Excitation Frequency M€ Sampling

i span frequency Accelerometers
signal band [Hz] tot]s  f[He]
White AC1, AC2 and
noise [5. 30] [0, 15] 256 nC3
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Table 3. Time-domain signals recorded for the condu  ctor Grosbeak under

the tensile load T =21778 N.

Y Time Sampling
Excitation Frequency f |
signal band [Hz] span requency Accelerometers
[totds f[H7]
Sine AC1, AC2 and
swee [5, 20] [0, 15] 256 AC3
White AC1, AC2 and
noise [5,17.5] [0, 15] 256 AC3

Figure 2. Photographs of the experimental set-up: (
overview of the CEPEL's laboratory span and (right)
conductor's clamp.

left) general
detailed view of

Figure 2 shows photographs of the CEPEL's laboraspan.
The photograph on the left side of Fig. 2 giveeagyal overview of
the experimental set-up. The photograph on the sgte of Fig. 2
gives a detailed view of one conductor end, fronictvione can see
both the conductor clamp and the rigid block fixedthe floor. The
other conductor end is identical. From the photpgr@ane may
conclude that the clamps restrict both the condudisplacement
and rotation; hence, the direct problem previoudsscribed is
solved for clamped-clamped boundary conditions, i.e

y(Ot)=y(Lt)=0

and
oy oy
—(0,t)=—(L,t)=0.
ax( ) aX( )

To close up this section, the authors would likegmark that the
maximum displacement at the span midpoint duringticst
equilibrium was measured for the two tensile loaested. The
maximum sag-to-span ratio was less than 0.6%. Simeesag-to-
span ratios found in the experiments were very tavan 1/8, we
decided to neglect its effect on the governing #gonaf motion, as
recommended by Irvine (1981).

Results

The goals of this section are two-fold. First, weegent the
estimates obtained for the bending stiffness arel dlamping
parameters of the Grosbeak conductor based on ¢hsured FRFs.
Second, we assess the credibility of the modelutjtiothe basic
principles of a validation process. As it has bgameviously
mentioned, the experimental data associated to etémation
process must be different from the one associatetig validation
processes. Here, validation is performed by graglyicomparing
estimated and measured quantities and by comptitengalidation
metrics previously presented.

The estimation process is performed in two statesyreasons
behind this choice are explained later on thisisectin the first
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stage, only the bending stiffneE$ and the aerodynamic damping
coefficient a are estimated; the material damping facfois kept
constant and equal to a small value. The first esttkes into
account only the measured FRFs within the frequenagd of
[5,17.5] Hz; El and a are estimated through the Levenberg-
Marquardt parameter estimation technique §®zand Orlande,
2000). In the second stage, we consider two passitddels to be
calibrated given a new set of measured informati@nwe still
estimate the bending stiffnedd and the aerodynamic damping
coefficient a while keeping the material damping factrconstant
as for the first stage; and (ii) we also estiméie three unknown
parametersEl, a and &) simultaneously. During the second stage,
the unknown parameters are estimated through tlyeieséal
parameter estimation technique. The second stage mato account
information from both (i) the frequency band [173®] Hz through
the associated FRFs (new data) and (i) the freguenand
[5,17.5] Hz through the prior information. In othwords, the
estimated parameters and their covariances obtdmethie first
stage are used aspriori information for the sequential estimation
during the second stage. Beck (2003) defines the-stage
parameter estimation strategy proposed here Saquential
Parameter Estimation Over Experiments. We have at our
disposal experimental data in both frequency ame tilomains for
the two tensile loads investigated: 16481 N and781W. The
experimental data in the frequency domain are teasured FRFs
whereas the experimental data in the time domaia tre
acceleration and force signals recorded by thelexoaeters and
the force transducer. The time-domain signals ezerded for white
noise and sine sweep excitations.

Concerning the initial guesses for the unknown patars, it
should be noted that we have reference valuesfonlthe bending
stiffness: the maximum and minimum theoretical ealwhich for
the conductor Grosbeak are, respectiv@lif.x = 1027 N3 and
Elmin = 28 Nnf (Cigré, 1989). The minimization of the ordinary
least-squares norm is performed for three diffeliritial guesses
chosen foiEl, EI© = {28, 527, 1027} N, and for only one initial
guess chosen for, o® = 0.1 Nsnt. The three different initial
guesses chosen f&i lead to the same final values for the unknown
parameters; hence, only the estimates obtained thermitial guess
EI® = 527 Nnf are reported in the current work. Preliminary
numerical tests were performed in order to cheekabnvergence
and accuracy of the finite-element solution of #ssociated direct
problem. Based on these numerical tests, we véhify a finite
element mesh with one-hundred elements providespaaiole
results for the desired degree of accuracy.

First stage

The experimental data used in the first stage efdstimation
process are the measured FRFs of the acceleromei@rand AC3
within the frequency band of [5,17.5] Hz. The mitlefinternal)
damping & is kept constant and equal to™®Isn?. In order to
avoid a parameter vector containing components wétly different
orders of magnitude, the following parameterizatisnadopted:
El=p, x 10° and a = p,. The final values for the parameters and
their standard deviations are shown in Table 4faksas we know,
the estimates obtained for the bending stiffnes$ agrodynamic
damping coefficient of the conductor Grosbeak aesvrin the
literature.

We start the validation process by comparing thienesed and
the measured FRFs for the accelerometer AC1, whiahnot used
in the estimation process. Figure 3 shows the meddgircles) and
estimated (continuous line) FRFs (magnitude) fer docelerometer
AC1 in the frequency band [5,17.5] Hz.
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metric, shown in Fig. 4. From Fig. 4 one may vetifyat, for the

20
majority of the frequency data points, the corresiiong APCC
magnitudes are closer to unity. For = 21778 N, the APCC
magnitude lies below 0.80 only for the data poimtresponding to
o the frequency 12 Hz.
2 o4
"
g 1.0' W -
z
T 204 0.8 i
J 8 o6 _
T T T T ‘I T T T 1 n-
6 9 12 15 18 6 9 12 15 18 <
Freq(Hz) Freq(Hz) 0.44 |
Figure 3. Measured (circles) and estimated (continu  ous line) FRFs for the
accelerometer AC1. On the left T =16481 N and on the right T =21778 N. 0.2+ b
Based on the curves indicated on Fig. 3, one maglade that 0.0--—————— T T T T 1
. . P 6 9 12 15 18 6 9 12 15 18
the equivalent homogeneous beam model \Ethand a given in
Freq(Hz) Freq(Hz)

Table 4 andd = 10* Nsnf reproduces quite well the dynamic
behavior of the conductor Grosbeak in the frequebeynd of Figure 4. Magnitude of the APCC validation metric fo  r the accelerometer
[5,17.5] Hz, for both tensile loads. The excellagteement verified AC1 in the frequency band of [5,17.5] Hz. On the le  ft T = 16481 N and on
in Fig. 3 may also be viewed from the plot of the@C validation e "ot T=21778N.

Table 4. Estimates for the bending stiffness El = p; x 10°, the aerodynamic damping coefficient &= p, and their corresponding standard deviations for th e
first stage ( & = 10 Nsm?).

T [kgf] Py [NM’] P2 [Nsm] oy, /00 Op, [
168C 0.514( 0.318¢ 0.00z 0.01c
2220 0.7415 0.3445 0.003 0.011
We continue the validation process by comparingnieasured 20
and estimated time history accelerations for aavhiise excitation.
For T = 21778 N the excitation encompasses the frequemuoge
[5,17.5] Hz (see Table 3) and the measured arithasid time 10+
history accelerations of the conductor Grosbeaktlre three
accelerometer positions are shown in Figs. 5, 6 andhe time <o \
domain Sprague and Geers metrics were computed 1¢8, 11] s. Al
Nevertheless, for clarity of the figures we decidedplot time ~
domain histories only far{d [9, 10] s. & 10
40 - —— EXPERIMENTAL
- ESTIMATED
'20 T 1
9.0 9.5 10.0
t(s)
— Figure 6. Measured and estimated time history accel erations at the
“n second accelerometer for a white-noise excitation e = ncompassing the
E frequency band of [5,17.5] Hz ( T =21778 N).
©
© The estimated time-domain responses shown in Bigd.and 7
’ are obtained from the equivalent homogeneous beadelnwith
-30 —— EXPERIMENTAL T=21778 N,El = 7415 N, a = 0.3445 Nsif and & = 10°
40|~ ESTIMATED ] Nsn?. The discrete evolution equations of the systesnimtegrated
9.0 9.5 10.0 with the Newmark method (Hughes, 2000). The exomaforce

t(s) applied to the beam model is the force signal mediby the force
transducer. From the analysis of Figs. 5, 6 ande7cenclude that
Figure 5. Measured and estimated time history accel erations at the first the estimated time-domain accelerations are inliexteagreement

accelerometer for a white-noise excitation encompas  sing the frequency with the experimental ones for the three acceleterse For
band of [5,17.5] Hz ( T = 21778 N).
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quantitative comparison of these time-domain respsnwe also
compute in Table 5 the Sprague and Geers metrics.

20 -
104
—
2 ol
E
el
4]
©
10
—— EXPERIMENTAL
J— ESTIMATED
20 ' )
9.0 9.5 10.0
t(s)

erations at the third
sing the frequency

Figure 7. Measured and estimated time history accel
accelerometer for a white-noise excitation encompas
band of [5,17.5] Hz ( T = 21778 N).

Table 5. Sprague and Geers validation metrics for c =~ omparison between
measured and estimated time-domain responses under a white noise
excitation encompassing the frequency band of [5,17 .5] Hz (T = 21778 N).

Accelerometer Msc Psc Csc [0%%)x
AC1 0.0466 0.0656 0.0805 0.2059
AC2 0.061¢ 0.099° 0.117: 0.308:
AC3 0.0558 0.1358 0.1469 0.4155

From the analysis of Table 5 we verify that thegést

Comprehensive Error FactoGsg is 14.7%, for the accelerometer

AC3. Assuming 20% as the upper limit on acceptaleuracy for
model validation (Schwer, 2007; Geers, 1984), wg thas state that
the agreement between prediction and experimeiidsed quite
high. Therefore, the set of validation metrics presly presented
gives a position in favor of the equivalent homagmrs beam model
for T = 21778 N. In principle, one could state that,edlasn these
validation metrics, this model is able to reprodube dynamic
behavior of the system within the frequency rarfige.f.5] Hz.

We also compare the measured and estimated timeryhis
accelerations under a white-noise excitationTfer 16481 N; in this
case, the excitation encompasses the frequencyg f&ng0] Hz (see
Table 2). Quantitative comparisons among these -tiomeain
responses are presented in Table 6 through the$prend Geers'
validation metrics.

Table 6. Sprague and Geers validation metrics for c =~ omparison between
measured and estimated time-domain responses under a white noise
excitation encompassing the frequency band of [5,30 ] Hz (T = 16481 N).

Accelerometer Msc Psc Csc [0%%)x
AC1 -0.4580 0.2508 0.5222 1.3422
AC2 -0.490: 0.257( 0.553¢ 1.461:
AC3 -0.5765 0.3679 0.6839 2.1615

Now, the lowest Comprehensive Error Fac@ys is 52.2%,
which is much higher than 20%; hence, an analyiSisble 6 leads
to a position not in favor of the equivalent beamodei.
Nevertheless, before rejecting it, one may noté the excitation
contains frequency components outside the frequeacyl chosen
to be used for the estimation process which has hest performed
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and, up to this point, we have not yet validatesl hleam model in
the frequency band of [17.5, 30] Hz. Hence, onehmigaturally
ask: once the beam model has been given a ceréaiel of
credibility by the previous metrics, how accurateud it be
within the frequency band [17.5, 30] Hz? More sfieally, what's
the capability of the proposed beam model to ptetthie dynamic
behavior of the conductor Grosbeak in the frequemayd [17.5,
30] Hz? In order to answer this question, we thamgare the
measured and estimated FRFs for the three accedteosnin the
frequency band of [17.5,30] Hz using the previostsneates forEl
and a shown in Table 4. Figure 8 shows the magnitudehef
APCC validation metric for the accelerometer AC1 fhe
frequency band of [17.5,30] Hz.

1.0 1.0
0.8 0.8
= 0.6 0.6
Q
(¥}
o
< 0.4 0.4
0.2 0.2
0-0 T T T T |°-° T T T T
18 21 24 27 30 18 21 24 27 30
Freq(Hz) Freq(Hz)

r the accelerometer
parameter estimates
ss: (left) T = 16481 N;

Figure 8. Magnitude of the APCC validation metric fo
ACL1 in the frequency band of [17.5,30] Hz using the
computed at the first stage of the estimation proce
(right) T =21778 N.

Comparing Figs. 4 and 8 one may note a significant
deterioration of the predictability level of thedme model, mainly in
the highest frequencies; the magnitudes of the AR@drastically
reduced for the majority of the frequency data oinSuch
deterioration in predictability explains the larg&ues obtained for
Csg in Table 6, what clearly indicates a demand ftinezi a model
revision or more data acquisition for the paramedstimation
process. Therefore, in order to increase the praguility level of the
model in the frequency band [17.5, 30] Hz we prddeethe second
stage of the estimation process.

Second stage

The second stage comprises the parameter estimzdged on
the measured FRFs of the accelerometers AC2 and iAGBe
frequency band of [17.5,30] Hz. Two possible modeks analyzed
here and, henceforth, they are referred to as {p@r@meter and 3-
parameter models. For the 2-parameter model, thknawn
parameters are the bending stiffneSs and the aerodynamic
damping coefficienta; the material dampingl is constant and
equal to 10 Nsnt as previously done for the first stage. For the 3-
parameter model, the unknown parameters are thdirizestiffness
El, the aerodynamic damping coefficiemt and the material
damping é. The following parameterization is chosen:
El=p; x1C° a = p, and d = p; x 102 (only for the 3-parameter
model). The previous estimates f&t and a shown in Table 4
provide thea priori information forp, andp,. Since no information
is available forél, we adopt a small value for the mean valu@f
(10 and a large value for its standard deviation®(1he
estimated parameters are shown in Tables 7 and 8.

ABCM



A Validation Metrics Based Model Calibration Applied on Stranded Cables

Table 7. Estimates for the bending stiffness El = p; x 10°, the aerodynamic damping coefficient &= p, and their corresponding standard deviations for th e
second stage ( & = 10™ Nsm?).

T [kf] p [Nm?] P2 [Nsm?] Tp, [On Tp, [On
1680 0.5629 0.6228 4.1% 10 0.0070
2220 0.6795 0.4450 3.7x 10% 0.0055

Table 8. Estimates for the bending stiffness El = p; x 10°, the aerodynamic damping coefficient a = p, and the material damping & = ps x 107, and their
corresponding standard deviations for the second st age.

T [kf] p [Nm?] p2 [Nsm?] ps [Nsn?] Ty, [On Tp,/n Tp,/n
1680 0.5344 0.3180 27.7026 9.6x 10% 8.3x 10° 0.8716
2220 0.6788 0.3883 2.9638 4.4%x10% 0.0098 0.4357

Figure 9 shows the magnitude of the APCC validatizetric  than 20% for the accelerometers AC1 and AC2 whettea$argest
for the accelerometer AC1. For the tensile Idad 16481 N, two Csg values are computed for the accelerometer AC3or8kcthe
important remarks should be highlighted. Firstréhkas been an Comprehensive Error Factors are slightly lowertfa 2-parameter
improvement in the predictability of the beam modeflected in  model. Third, the point-to-point error normus®fy are significantly
the APCC validation metric, when one compares F&snd 9. lower for the 2-parameter model. Figure 10 plots éxperimental
Second, the 2-parameter model seems to provide tterbe and estimated time histories for the acceleromatet for the 2-
representation of the system within the frequen@nd of and 3-parameter models.

[17.5,30] Hz based on the APCC metric. For theiterlead T =
21778 N, there has also been an improvement iptééictability

of the beam model when one compares Figs. 8 amdo®eover, 104 f m 10 EEERR: =0T
the 2-parameter and the 3-parameter models seebe tquite 1@ j 8- ]
similar for the frequency range [17.5, 30] Hz. Tlose up the 0.8+ ivw «J; 0.8+ )
discussion, one might finally ask to what exterg fecond stage ; 3 'ﬂ‘;
of the estimation process has affected the preliita of the — 064 I 1| o064
beam model in the frequency band of [5,17.5] Hz.afiswer this %)
question, another validation process has been eeid by L gé
considering the time-domain accelerations measuhethg the < 044 68 044
tests performed with the conductor Grosbeak forhbt&nsile -
loads. 0.2 0.2

For the tensile load = 16481 N, we consider the measured 3 parameter model —=—3 parameter model
time-domain accelerations for a white noise excitat 2 parameter model 2 parameter model
encompassing the frequency band of [5,30] Hz. Thea@ie and 00 18 21 24 27 30 0 18 21 24 27 30
Geers' validation metrics computed for the 2-patemand 3-

Freq(Hz) Freq(Hz)

parameter models are indicated on Tables 9 and 10.

Figure 9. APCC validation metric for the accelerome ter AC1l in the

o . . frequency band of [17.5,30] Hz: (left) T =16481 N and (right) T =21778 N.
Table 9. Sprague and Geers validation metrics for c =~ omparison between

measured and estimated time-domain responses under a white noise
excitation encompassing the frequency band of [5,30 ] Hz (2-parameter 60
model for T = 16481 N).

Acceleromete Msc Psc Csc [0%°|n o
AC1 -0.1267 0.1108 0.1683 0.3980 € 0+
AC2 -0.1288 0.1329 0.1809 0.4641 E
AC3 -0.169¢ 0.202: 0.264( 0.715¢ ©

&
=3

Table 10. Sprague and Geers validation metrics for comparison between
measured and estimated time-domain responses under a white noise

excitation encompassing the frequency band of [5,30 ] Hz (3-parameter Nz
model for T = 16481 N). é
Accelerometer  Mgc Psc Csc 0% |n E
AC1 -0.079¢ 0.1406¢ 0.167: 0.483¢ -60 T !
AC2 -0.0872 01719  0.1928 0.5665 9.0 9.5 100
AC3 -0.2167 0.2579 0.3368 0.9325 t(s)

Figure 10. Time domain validation for the accelerom eter AC1l for
T = 16481 N and white noise excitation encompassing [5, 30] Hz: (top) 2-
parameter model; (bottom) 3-parameter model. Black line: Experimental.

Three important remarks may be drawn from the tesfiown Dotted Line: Estrated.

in Tables 9 and 10. First, the Comprehensive Bfemtors are less

J. of the Braz. Soc. of Mech. Sci. & Eng.  Copyright 0 2011 by ABCM  October-December 2011, Vol. XXXIIl, No. 4 / 425



Daniel Alves Castello and Carlos Frederico Trotta Matt

For the tensile load = 21778 N, we consider the measuredeproduce the dynamic behavior of the conductorseak in the
time-domain accelerations for a sine sweep exoitathcompassing frequency range from 5 Hz to 30 Hz better than Ihgarameter

the frequency band of [5,20] Hz. Tables 11 and i&sent the

Sprague and Geers' validation metrics computethfo2-parameter

and 3-parameter models.

Table 11. Sprague and Geers validation metrics for comparison between
measured and estimated time-domain responses under a sine sweep
excitation encompassing the frequency band of [5,20 ] Hz (2-parameter
model for T =21778 N).

Accelerometer Msc Psc Csc 0% |n
AC1 0.039( 0.087: 0.096( 0.272:
AC2 0.0579 0.1343 0.1462 0.4107
AC3 -0.1096 0.2807 0.3013 0.9128

Table 12. Sprague and Geers validation metrics for comparison between
measured and estimated time-domain responses under a sine sweep
excitation encompassing the frequency band of [5,20 ] Hz (3-parameter
model for T =21778 N).

Accelerometer Msc Psc Csc 0% |n
AC1 0.037: 0.081¢ 0.089¢ 0.253(
AC2 0.0839 0.1009 0.1313 0.3131
AC3 -0.0748 0.2585 0.2691 0.8253

Based on the results indicated on Tables 11 andnEmay
draw the following conclusions: (i) the CompreheesiError
Factors are less than 15% for the accelerometedsak@ AC2; the
largestCs values are obtained for the accelerometer AC®eplat
the driving point; (ii) the Comprehensive Error fas are slightly
lower for the 3-parameter model; (iii) the pointgoint error norms
[g%%}y are significantly lower for the 3-parameter modeigure 11
plots the experimental and estimated time histdioeAC2 for the
2- and 3-parameter models.

6

ac2 (m/sz)
o

1
-]

ac2 (m/sz)

T
9.5
t(s)
Figure 11. Time domain validation for the accelerom
T =21778 N and a sine sweep excitation encompassing

parameter model; (bottom) 3-parameter model. Black
Dotted line: Estimated.

10.0

eter AC2 for
[5, 20] Hz: (top) 2-
line: Experimental.

Two important conclusions may be extracted from risults
reported in the current work. First, the equivaleeam model with
El anda given in Table 7 and wit§l = 10* Nsn? or with El,  and
&l given in Table 8 reproduces quite well the dynabebavior of
the conductor Grosbeak in the frequency range dsz to 30 Hz,
in both frequency and time domains for the tensitad
T=21778 N. Second, the 2-parameter equivalent breagel with
El and @ given in Table 7 and withfl = 10* Nsnf seems to
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model for the tensile loatl= 16481 N.

Final Remarks

In the present work a computational model for arsted cable
typically used for transmission lines has been tbuiThe
computational model was built based on the basiociples of
V&V and the model tracking progress was guided bpoal of
validation metrics suitable for experimental dadaneonly used in
structural dynamics.

The experimental data were recorded during vibmatiests
performed with the conductor Grosbeak at CEPEertatory span
under two different tensile loads and with low sagpan ratios.
The experimental data used for the parameter estimarocess
were the FRFs of the accelerometers AC2 and AC3raksmission
line conductors possess dense frequency spectralesigled to
perform the estimation processes in two stageshwéiie associated
to two disjoint frequency bands. The parametemesis based on
the frequency band [5, 17.5] Hz were taken intooaat for the
parameter estimation based on the frequency band,[BO] Hz
through the use of a maximuanposterioriobjective function. We
relied on model validation principles to assessdhigability of the
equivalent beam model. The tracking progress ofntlodel and its
predictive capacity were quantitatively assessedhbge validation
metrics, namely: amplitude-phase correlation coigffit (APCC),
Sprague and Geers metrics and a point-to-point ewwom. It was
considered time and frequency domain measured fiatahe
analysis. The validation process provided favorglolgtions for the
model for the set of available experimental data.

The results presented in this work are quite colimgetue to
the fact that the proposed approach is easy-han#ledhermore,
the model calibration based on validation metricat thas been
presented in this work is broadly applicable to atryctural system
for which we can collect experimental dynamic daa. a final
comment, we believe that the proposed equivalemidgeneous
beam model used in this work is able to predict tlymamic
behavior of the conductor Grosbheak measured orrdédny in both
frequency and time domains. Hence, we expect thmay be useful
for computer simulations of aeolian vibrationsleatst for frequency
ranges expected for those vibrations and for tefisdds commonly
encountered in the field.
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