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Abstract—The accelerated data and apps growth represents 

significant challenges to the next generation of mobile networks. 

Amongst them, it is highlighted the necessity for a co-existence of 

new and old patterns during the transition of architectures. Thus, 

this paper has investigated solutions for offloading into a hybrid 

architecture, also known as H-CRAN (Heterogeneous Cloud Radio 

Access Network Architecture), that centralizes processing and 

searches a better use of the network resources. The strategy of 

optimization was analyzed through the evolutive algorithm PSO 

(Particle Swarm Optimization), in order to find a suboptimal 

solution to the TLA (Two-Level Allocation) in the H-CRAN 

architecture and another one based on FIFO (First In, First Out), 

for benchmarking purposes. SNR (Signal-to-noise ratio) average, 

Maximum Bit Rate, the number of users with or without 

connections and number of connections in RRHs and macro were 

used as performance measurements. Through the results, it was 

noticed an improvement of approximately 60% in the Maximum 

Bit Rate when compared to the traditional approach, enabling 

better service to the users. 

 

Index Terms— Mobile Networks, 5G, H-CRAN, QoS, Offloading, TLA. 

 

I. INTRODUCTION 

The increase of the volume of data and apps services joined to the accelerated growth of the 

demands for wireless access, represent challenges to the next generation of mobile networks (5G). 

According to Cisco [1], the global month traffic of mobile data until 2021 will be 49 exabytes and 

shall furnish about 1,000 times more capacity, allied to an economy of up to 90% of energy 

consumption. Hence, the mobile phone companies are investing more and more in new technologies 

in order to enhance the capability of the network, mitigate interference and improve the QoS (quality 

of the service) for the final users.  

To improve network data, capacity and coverage rates, the common practice is the densification of 

the network with small cells or base stations, to enable higher reuse of the band length. Heterogeneous 

networks (HetNets) were implanted aiming to increase the networks’ capacity in dense and high 

traffic demands areas, filling the blanks existing in the area of coverage and discharging the traffic of 
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data of the macro stations (MBSs) [2]. However, a dense network brings more Capital Expenditures 

(CAPEX) and Operational Expenditures (OPEX), due to the implantation and additional 

maintenances in the network. Also, they cause a rise in Inter-Cell Interference and the coordination of 

the signal sending [3].  

In the last years, several authors have proposed the use of CRAN architecture (Cloud Radio Access 

Network), which is centered and proposes to be scalable and flexible [3], [4]. Thus, it is aimed to 

mitigate the problems of non-centered architectures, such as inefficiency in resource usage, mainly in 

scenarios of high traffic loads. In this new architecture, that moves the processing of the primary 

signal, function performed in the BBU (Baseband Units) of the eNodesBs, to a centered location, 

named BBU Pool., which makes it possible for several RRHs to be associated with a single BBU 

Pool, and the Remote Radio Heads (RRH), with fewer functions, that maintains the radio access in the 

cell sites, enabling dense implantation at a minimum cost [5]. 

 However, the C-RAN demands many challenges, amongst which it is highlighted the rigorous 

control of the latency, jitter and the high cost of the infrastructure mainly on what concerns the 

implantation of the fronthaul, which, due to its limitation of latency, needs to be implanted with high 

capacity technologies.  

This process of migration is not traditionally performed in a subtle way. When a network needs to 

be updated, almost all the network equipment needs to be substituted and, therefore, there is the 

necessity of a transition phase in order to satisfy the coexistence of new and old patterns. Then, the H-

CRAN comes up, a network architecture of the radio in Heterogeneous Cloud (H-CRAN), where both 

HetNets (non-centralized) and CRAN (centralized) are combined to permit the implantation of dense 

and heterogeneous networks, aiming to centralize the workload processing and perform the functions  

of processing of the cooperative signal in wide scale and the network functions, and then, the 

development of the SE (Spectral Efficiency) and EE (Energy Efficiency) is substantially improved 

[6].  

As a result, H-CRAN was recognized as a promising network architecture to 5G networks and has 

gained much attention by the industry and the academics. In spite of all that, there is a series of 

challenges to be faced inside H-CRAN, including optimized allocation on the restricted frontier, 

energy consumption, the development of prior versions compatible patterns, high call blocking events 

and quality of services (QoS) and so on [7].   

In [4] it was proposed a load balancing in a CRAN architecture, with dynamic remapping 

capability, to configure the RRHs in sectors of the BBUs, in a time-variant environment. Key 

Performance Indicators (KPIs) were used as performance metrics for network analysis. In this work, 

these performance indicators were used in an H-CRAN architecture, with a better distribution of 

resources and physical layer analysis, with respect to bandwidth, radius coverage, maximum bit rate, 
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connected users and disconnected from the network. This, in turn, was not explored in [4], leaving an 

open gap in the literature.   

Offloading on mobile networks is widely used in order to unburden critical points in the network 

avoiding congestion, increasing coverage and keeping users connected. In this article, an efficient 

offloading technique is proposed, together with the network load balance and the dynamic mapping 

between BBU-RRH. A multiobjective solution is proposed for the distribution of network resources, 

taking into account the load balancing in BBUs, physical layer analysis, with respect to bandwidth, 

radius coverage, maximum bit rate, connected users and disconnected from the network. Effective 

management of these users using offloading will free up more network resources while maintaining 

high levels of transmission. 

A. Contributions   

In short, the main objective is the development of the architecture of offloading in H-CRAN 

mobile networks, considering BBU and radio aspects, allied to load balancing of the network, seeking 

load maximization and to achieve high cooperative gains. In particular, the main contributions of our 

work can be summarized as follows:  

 • Efficient offloading technique, which considers resources of radio and BBU in conjunction, for  

Optimized Allocation of users with better use of resources in H-CRAN Architecture; 

• RRH-BBU mapping which considers resources of radio and BBU in conjunction for Optimized 

Allocation ;  

• Study of offloading algorithms applied to hybrid architectures;  

• Algorithm of user allocation in two-level H-CRAN architectures;  

• Multiobjective Resource Distribution;  

• Detailed study of the physical layer of the SUI Propagation Model;  

• Implementation of tests to validate the proposal in case studies;  

 

Besides this introductory section, this paper is divided into such a way: Section II, which presents 

the Related Works; Section III, Model of the System, Section IV presents the Network Parameters, 

Section V show Analysis Of The Network Through KPIs, in section VI, shows the proposed TLA 

Algorithm, and the section VII the Results of the paper and ending up at Section VII, with the 

Conclusion and Future Works. 

II. RELATED WORKS 

As previously stated, H-CRAN architecture has been one of the promises for 5G mobile networks. 

Hence, [8], [9] it investigates the benefits and challenges of the workload balance in centralized 

networks (CRAN), where it is proposed a model of optimized mapping to RRH-BBU, aiming to 
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maximize the number of connected users and, thus, improving the QoS. The former aims the 

balancing without worrying about the balance of the sectors, and the latter, besides guaranteeing the 

KPI, aims to search the load balance amongst the sectors of BBUs, then, optimizing the network 

balance.  

In [10], it is proposed a slicing of the network to H-CRANs multi-tenant, which takes into 

consideration the resources of the band base, capacities of fronthaul and backhaul, QoS and 

interference. However, did not explore the efficiency of a balanced allocation in the BBUs sections 

and the use of offloading in mobile networks, avoiding high traffic congestion in the network and high 

events of calls blocking.  

In [11] the author addresses the problem of wireless backhaul in an H-CRAN network, and an 

energy allocation is made to multiple cells of different levels, taking into account the energy 

consumption of different types of cells and wireless backhaul. An iteration algorithm is proposed to 

determine the maximum number of cells that can be supported in H-CRAN. 

The author proposes in [12] a resource allocation algorithm, called H-WDRF (Heterogeneous 

Weighted Dominant Resource Fairness) to solve the transmission of the energy allocation problem is 

formulated as a beamforming problem, whose objective function is to minimize the total transmission 

power with individual computing, resource capacity, SINR, and maximum transmission power 

constraints.  

In [13] the author emphasizes the self-optimization technique for C-RAN architectures aiming at a 

network's performance improvements and focusing on the modeling of a multi-objective optimization 

problem. The Cell Differentiation and Integration (CDI) algorithm are used to select the appropriate 

BBUs and RRHs for activation/deactivation after a fixed CDI cycle, and the dynamic part performs 

the proper BBU mapping for RRH for network balancing, aiming at the maximum QoS with the 

minimum possible handovers.  

Based on the works cited above, it is noted that there is a guideline for designing the H-CRAN 

architecture, but the usage of network resources in order to perform tasks is still an unsolved problem. 

In the survey performed by the authors, it was not found any work that investigates solutions of 

offloading aiming the network load balance and improvement of the QoS, in H-CRAN architecture. 

The main contribution of this paper is the proposition of a new schemata for offloading to H-CRAN 

architecture, focusing the balance of the loads of the BBUs, better use of the network resources, 

maximization of the capacity, improvement of the coverage and maximization of the QoS of the final 

users, thus, promoting heterogeneity and, consequently, improving the efficiency of the spectre. 
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III. SYSTEM MODEL 

A. Architecture H-CRAN 

The H-CRAN architecture is characterized by functions of SDN (Software Defined Network) and 

computation in the cloud that may enhance considerably the flexibility of the network architecture, to 

improve SE system and reduce, significantly, the energy consumption and the operational expenditures. 

Besides, the QoS to the user may be quite improved due to the reduced distance between RRHs and 

UEs, as well as the flexibility to allow the association of the UE with different levels [10]. In this paper, 

it is considered a two-level of the cell network, which consists in a macro/EnodeB and several RRHs, 

with low energy consumption, that cooperates to one another in centered BBU pool, aiming to reach 

high cooperative gains. The 5G system, based on this architecture, presents 3 plans: User Plan (U), 

Control Plan (C) and the Management Plan (M), each one processing different areas of operations and 

functions [13], as it may be seen in figure 1. 

In general, the (U) Plan transfers the real traffic of the user and executes the processing of the related 

traffic in order to satisfy the various requirements of QoS. The (C) Plan transports the signalization of 

control and is in charge of the resource allocation and traffic processing, aiming to improve SE and EE. 

As for Plan (M), it has the function of executing the administration and operation and is responsible to 

add, exclude, update and modify the interactions with the other plans [13].  

 

 

Fig. 1. 5G Components and Features 

Fig. 2 shows the layers of a 5G proposed architecture, in which the network layer presents the 

necessary to the signalization and monitoring of the network. As for the layer of infrastructure, it aims 

to centralize the load processing, aiming cooperative gains.  And the layer of offload that aims to open 

up critical points of the network, discharging to Macro EnodeB users that were blocked before, 

reaching the maximization of the QoS, better use of network resources and, consequently, the 

maximization of the network. 
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Fig.2. Layers of a 5G network 

Considering that the users are uniformly distributed, it is investigated solutions of offloading to the 

load balancing, in an H-CRAN architecture. The levels of interference and requirements of the QoS are 

collected aiming to reach the best allocation of the network resources. 

In the modeling, it was used 6 RRHs and a macro EnodeB, UEs uniformly distributed in the scenario, 

according to what is presented in Figure 3. To grant the small cells, it is used 2 BBU Pool, with 2 

sectors each, each one with maximum capacity defined as (HCmax = 30) [4].  As it was said before, the 

aim of this proposal is to maximize the coverage and the QoS of the UEs and, to do so, it was 

developed an evolutive algorithm PSO (Particle Swarm Optimization), in order to find an optimal 

solution to the allocation of two levels in the H-CRAN architecture.  

 
 

Fig. 3. H-CRAN Architecture Proposed.   
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IV. NETWORKS PARAMETERS 

 

It was used a SUI propagation model, which is widely used in literature for estimating path loss in 

cell phone networks operating over 2GHz. Where 𝑃𝐿𝑆𝑈𝐼(𝑑) in dB is found by [14] [15] [16]: 

 

𝑃𝐿𝑆𝑈𝐼(𝑑)  =  𝑃𝐿(𝑑0)  +  10𝑛𝑙𝑜𝑔10 (
𝑑

𝑑0
)                                                                                                      (1)                                                          

+ 𝑋𝑓𝑐  +  𝑋𝑅𝑋  +  𝑋𝜎 

Where: 

𝑃𝐿(𝑑0)  =  10. 𝑙𝑜𝑔10 (
4𝜋𝑑0

𝜆
)                                                                                                                         (1a)        

𝑛 =  𝑎 − 𝑏. ℎ𝑇𝑋 +
𝑐

ℎ𝑇𝑋
                                                                                                                   (1b) 

 𝑋𝑓𝑐 =  6. 𝑙𝑜𝑔10 (
𝑓𝑀𝐻𝑍

2000
), 𝑓𝑐 ≻ 2𝐺𝐻𝑧                                                                                                            (1c)                                                             

𝑋𝑅𝑋 = −10.8. 𝑙𝑜𝑔10 (
ℎ𝑅𝑋

2
)                                                                                                                          (1d)    

 

●    λ denotes the wavelength of the carrier in meters; 

●    PL(d0) represents the loss of way in the free space, in dB at an initial distance of d0 = 100    

meters; 

 ●    Xσ , is the vanishing caused by the shadowing areas, being able to be between 8.2 < σ < 10.6 dB; 

 ●   The parameters a, b and c are constants, used to model the types of terrain, It is used A, which is 

the proper model to mountainous and dense vegetation, with values (a = 4.6 / b = 0.0075 / c = 12.6); 

 ●    fMHZ is the carrier frequency (fc) in MHz; 

 ●    hTX is the height of the base station, being able to be between 10 to 80 meters; 

 ●    n is the exponent of losses; 

 

The size of the cells that contain the equipment of H-CRAN architecture was determined considering 

the maximum loss of propagation obtained through the help of cross-linking of Downlink (DL) and 

Uplink (UL). To each cross-link, it was obtained the loss of propagation represented by the diminishing 

of the EIRP (Effective Isotropic Radiated Power) and by the RSL (Received Signal Level), considering 

the maximum power of the transmitter element and the minimal power of the receptor element. The 

limiar power of the equipment was considered according to [17]. The maximum propagation loss, 

considering the cross-links, follows the equation below: 

𝑃𝐿𝑚𝑎𝑥 =  𝑚𝑖𝑛[𝑃𝐿𝑚𝑎𝑥(𝐷𝐿) ;  𝑃𝐿𝑚𝑎𝑥(𝑈𝐿)]                                                                                                       (2) 

 
The cell radius corresponds to the distance of the SUI model when the model is equalized to the 

maximum loss of propagation given by (2). The equation that represents the radius is given as 

follows: 
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𝑅 =  (𝑑0 . 10)
𝑃𝐿𝑚𝑎𝑥 .𝑃𝐿(𝑑0)

10𝑛
                                                                                                                             (3) 

 
The UEs are only connected if they are inside the ray of coverage of the RRH or macro EnodeB. 

The power received inside each cell is given by formula (3), where it is performed the dBm 

conversion to Watts: 

            𝑃𝑜𝑡𝑤 = 
10

𝑃𝑜𝑡𝑖 − 𝐿𝑆𝑈𝐼
10

1000
                                                                                                             (4)                                   

                                                              

Where 𝑃𝑜𝑡𝑤  is given in Watts, 𝑃𝑜𝑡𝑖 is the initial power or irradiated in dBm and 𝐿𝑆𝑈𝐼 os the value 

of the signal vanishing. Up from the value of the power, it is possible to calculate the value of the 

SNR and, then, the maximum flow of the UE connected, as described below: 

               𝑆𝑁𝑅 =  
𝑃𝑜𝑡𝑤

 𝐼
                                                                                                                             (5) 

               𝑉𝑚𝑎𝑥= B ∗ log2 (1 + SNR)                                                                                                             (6)  

              
   So that 𝑃𝑜𝑡𝑤 is the potency, while 𝐼 is the value of the white noise at formula (5). To obtain the data 

rate of the user is used the theorem of Shannon-Hartley [SHANNON, 1949] is used. This theorem 

specifies the maximum rate, in bits per second, that can be obtained by channel, given a bandwidth B, 

which is the amount of bandwidth available to users [18]. 

To connect to the network, each user must achieve a minimum QoS, first established by the flow rate of 

200 kbps. Given the bit rate value that the user has achieved in a given channel equation (6), to achieve 

the established QoS, this user will need N channels, established in equations (7) and (8). 

                𝑋 =  
𝑄𝑜𝑆

𝑏𝑖𝑡𝑅𝑎𝑡𝑒∗1024
                                                                                                                               (7) 

 

               𝑁 = min{ Ν ∈ Ζ |Ν ≥ 𝑋                                                                                                                 (8) 

 
Equation (7) shows how many channels the user will need to reach the QoS minimum of 200 kbps 

[21] since that user has a certain bitRate (multiplying by 1024 to get in the same unit of kilobits). Since 

the value X can be any real value and it is not possible to provide a non-integer value of channels, 

equation (8) gives the number of N channels required by users which will be the largest integer greater 

than or equal to X. 

This relation is made for all the users and the antennas, in which they are within range. The 

allocation algorithm prioritizes the RRHs first since this means a better distribution of the users' 

attention. After all related, the allocation starts in fact for the best SNR of all relations, so it is 

guaranteed that the users that occupy the minimum, and the greatest possible number of users is 

allocated. 

When there are no more users to be allocated to the RRHs, either because there are no such channels 

for the user to achieve the minimum of their connection, because they have reached the limit of their 
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connected users or all the users can connect to them, the allocation will focus on meeting the users who 

are still disconnected through the macro. 

If a user cannot get enough channels from an antenna to achieve their minimum QoS, this user will 

be disconnected. After the allocation of antennae users, the algorithm starts to worry about the 

sectorization in the BBUs, returning to an allocation of RRHs-BBUs. The parameters used in the model 

are shown in the table below [19], [20]: 

TABLE I. SIMULATION PARAMETERS  

 Macro EnodeB RRH 

Frequency 3.5 GHZ 2.5 GHZ 

Power Transmission 43 dbm 33 dbm 

Radius Coverage 1000m 150m 

Bandwidth 20 MHZ 

   

 

V. ANALYSIS OF THE NETWORK THROUGH KPIS 

As the objective function of the implemented PSO, it was used a combination of KPIs proposed in 

[4], which were adjusted to the scenario proposed and that shall be described below. Weights were 

assigned to obtain the maximum QoS, using the PSO. 

 

𝑀𝑎𝑥 𝑄𝑜𝑆 =  𝑤1

[
 
 
 
 

∑

𝑠

𝑚𝑎𝑥 [((∑

𝑖

 𝑈𝑖 𝑅 𝑖𝑠
 𝑡 +1) − 𝐻𝐶𝑠) , 0]

]
 
 
 
 

−1 + 

𝑤2 [∑

𝑖

∑

𝑗≠𝑖 

𝑈𝑖

𝐷𝑖𝑗

 (1 − (∑

𝑛

∑

𝑠𝜖𝑆𝑂𝑆𝑛

(𝑅 𝑖𝑠
 𝑡+1 . 𝑅 𝑗𝑠

 𝑡+1)) ) ] −1 +  𝑤3 

                                  

[∑

𝑖

∑

𝑗≠𝑖 

𝑈𝑖

𝐷𝑖𝑗

[∑

𝑛

∑

𝑠𝜖𝑆𝑂𝑆𝑛

( ) − ∑

𝑠

(𝑅 𝑖𝑠
 𝑡+1 . 𝑅 𝑗𝑠

 𝑡+1)]] −1  +  𝑤4 [∑

𝑠

∑

𝑖

(𝑅 𝑖𝑠
 𝑡+1 . 𝑅 𝑗𝑠

 𝑡+1)𝑈𝑖]
−1 

                                                                                                                                                                        (9) 

                                                  

A. Key Performance Indicator of Blocked Users (KPI BU) 

 

As the objective function of the implemented PSO, it was used a combination of KPIs proposed in [4], 

which were adjusted to the scenario proposed and that shall be described below. 

The KPI of blocked calls, which aims to evaluate the capacity of the BBUs and its sectors (HCs). When 

such a value is exceeded, the users are considered blocked. The number of blocked users BU in the net 

in time t + 1, is given by [4]: 

                 𝐵𝑈 =  ∑𝑠 𝑚𝑎𝑥 [((∑𝑖  𝑈𝑖 𝑅 𝑖𝑠
 𝑡 +1) − 𝐻𝐶𝑠) , 0]                                                                  (10) 
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Where i = 1,2, ..., M and s = 1,2, ..., S. Later, the KPI to blocked users  (KPIBU ) may be presented as: 

 

                                             {
   𝐾𝑃𝐼𝐵𝑈 = {1 if BU = 0} 

1

𝐵𝑈
 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

According to [4], we may evaluate the index of performance of the network through 3 metrics: Inter-

BBU Handovers, Intra-BBU Handovers and Forced Handovers. The formulations used by the author 

are shown below: 

B. Inter – BBU- Necessary transfers of a BBU to another. 

𝐼𝑛𝑡𝑒𝑟 − 𝐵𝐵𝑈𝐻𝑂 = ∑

𝑖

∑

𝑗≠𝑖 

𝑈𝑖

𝐷𝑖𝑗

 (1 − (∑

𝑛

∑

𝑠𝜖𝑆𝑂𝑆𝑛

(𝑅 𝑖𝑠
 𝑡+1 . 𝑅 𝑗𝑠

 𝑡+1)) )  

                                                                                                                                                                      (11) 

𝐾𝑃𝐼𝑖𝑛𝑡𝑒𝑟 = {1                      𝑖𝑓 𝐼𝑛𝑡𝑒𝑟 − 𝐵𝐵𝑈𝐻𝑂 = 0} 
      

{[𝐼𝑛𝑡𝑒𝑟 − 𝐵𝐵𝑈𝐻𝑂
 ] −1 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 } 

 

C. Intra – BBU: Are performed when there is the transition of users from one sector to the other 

inside the same BBU, under the condition that the sectors involved in such transition of the users are 

treated entirely inside the eNodeB. 

𝐼𝑛𝑡𝑟𝑎 − 𝐵𝐵𝑈𝐻𝑂 = ∑

𝑖

∑

𝑗≠𝑖

𝑈𝑖

𝐷𝑖𝑗

[∑

𝑛

∑

𝑠𝜖𝑆𝑂𝑆𝑛

( ) − ∑

𝑠

(𝑅 𝑖𝑠
 𝑡+1 . 𝑅 𝑗𝑠

 𝑡+1)] 

                                                                                                                                                                      (12) 

   

𝐾𝑃𝐼𝑖𝑛𝑡𝑟𝑎 = {1   𝑖𝑓 𝐼𝑛𝑡𝑟𝑎 − 𝐵𝑈𝐻𝑂 = 0} 

                                                     {[𝐼𝑛𝑡𝑟𝑎 − 𝐵𝐵𝑈𝐻𝑂
 ] −1 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 } 

 

 

D. Forced Handovers: it is used when the HC limit is exceeded.  

𝑓𝐻𝑂 = ∑

𝑠

∑

𝑖

(𝑅 𝑖𝑠
 𝑡+1 . 𝑅 𝑗𝑠

 𝑡+1)𝑈𝑖  

                                                                                                                                                                       (13) 

 

𝐾𝑃𝐼𝑓 = {1  𝑖𝑓 𝑓𝐻𝑂 = 0 } 

   
[𝑓𝐻𝑂] −1   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 

                                                                                                                          

   
VI – ALGORITHM TLA (Two-Level Allocation) 

 

In this section, it is shown the offloading decision process in the proposed algorithm and its 

constraints.  

The main objective of TLA proposed is to maximize network capacity by maintaining minimum levels 

of QoS with the use of offloading, in order to transport users who were previously blocked in the BBU, 

offload to the macro EnodeB. 
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The algorithm seeks to maximize the system's QoS factors while seeking load balancing. For the 

quantification of QoS, the KPIs in section V are taken into account. Through evaluation, there is a 

decision-making process for the reorganization of the network. The PSO is applied to reorganize and 

search for the best result, which has better KPIs and better meets QoS. 

The PSO begins with the random generation of particles with a linear distribution, where each 

particle is a possible solution to the problem and represents the set of RRHs, and their respective 

sectors, in which they are connected. In the sequence, the paper is evaluated by the objective function, 

in which the quality of the solution returns. Thus, the values of the particles are updated, searching for 

the best Gbest, after which, they are in a loop until they reach the stop criteria, defined as 1000 

iterations, where each iteration updates its particles and calculates its suitability. 

When the current solution is better than the previous one, the particle values are actuated (PBest), 

otherwise, the solution is discarded and the previous solution is maintained. For each iteration, it is 

verified if the best solution found remains the same, otherwise, it is updated by the best found (GBest).  

The decision-making of the offloading is explained in figure 4, where the analyzes of KPIs and QoS are 

predetermined. One of the restriction rules in the allocation is that an HR cannot have more users 

connected to it than the maximum capacity of a BBU (HC) sector. That is, it cannot be occupying an 

industry alone and having users blocked. In this case, all the RRHs are selected to choose the user who 

will be offloaded, where the UE that has the best SNR with the EnodeB macro is allocated to it. 

 
Fig. 4 - Algorithm TLA 
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However, when the PSO is executed and the network organization still results in blocked users, the 

system then selects the sectors of the BBUs that had their HC exceeded, choosing, among the antennas 

present in these sectors, which user has the best SNR with the macro. If it is detected that the user can, 

with the SNR that he has with the macro, connect to it, attending to his minimum QoS, and then the 

offloading with it is performed. 

When offloading is no longer possible because the macro no longer has how to service the user, the 

process becomes to choose which user will be disconnected. It is chosen, among the RRH with the 

largest number of users, which presents worse connection with the antenna that is connected. With this, 

there is a better use of network resources and maintenance of QoS levels. 

 

A. Allocation 

The algorithm starts looking for the best form of allocation, the one in which it obtains more users 

connected and with better quality. To do this, it generates the users' SNR relations with the antennas 

(RRHs or macro, in which the user is in the coverage area). 

The allocation algorithm prioritizes the connection in the RRHs and, later, for the enodeB macro. 

After all the users are properly related, the allocation starts with the best SNR of all relations, that is, 

the user that requires fewer channels, thus, it is guaranteed that the users that are being allocated in the 

antennas occupy the minimum of possible channels and the number of users can be connected. 

When there are no more user allocations in the RRHs, or because of the lack of such channels for the 

user to achieve the minimum QoS, due to the limit of users connected in the antenna being reached or 

by all the users in them to be able to connect, the allocation becomes focused to service the users that 

are still disconnected through the macro, which goes through the same RRH process with the 

remaining users. 

If a user can not get enough channels from an antenna to get their minimum QoS value, this user will 

be disconnected. After the allocation of users in the antennas, the algorithm starts to treat the 

sectorization of BBUs. 

 

B. RRH-BBU Balancing B 

When the allocation phase is finished, the RRHs with their connected users will have to be 

allocated in the BBU sectors, obeying the maximum capacity of the sectors (HC). In order for there to 

be no cases of blocked users, there can initially be no more users connected to the RRHs than the 

maximum capacity (sum of capacities of all sectors) of the BBU pool. 

When the system is in this state, where it is impossible to reach an allocation without getting blocked 

users, the algorithm tries to perform offloading until the number of users connected in the RRHs 

becomes equal to the maximum capacity of the BBU pool. 
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When the scenario is not saturated, the PSO runs to try to map the RRHs in the sectors. Each particle 

is a vector in which the index represents the antenna, and the value represents the BBU sector. 

The results are generated by the objective function according to the KPIs in the formula (9).  This 

setting is tested to see if users are locked. If there is, the algorithm tries to perform offloading, 

otherwise the configuration is maintained for the resource redistribution phase. 

 

C. Offloading Decision 

When users are blocked in the BBU sectors, at least one user cannot get communication, then a 

user is chosen to be served by the macro, with offloading to free space in the BBU sectors. 

To select the user in unsaturated scenarios, the RRHs of the sectors of the BBUs that have blocked 

users are selected. Among these RRHs, those with the highest number of connected users are selected. 

Finally, of this select group of RRHs, the users with the best SNR with the macro are chosen.  

However, when starting from a saturated scenario, that is, the number of users in the RRHs is greater 

than the maximum HC of the BBU pool, all the RRHs are considered, instead of those that are in a 

sector of the BBU with blocked users, to look for a user who will be offloaded. So, in the end, it is 

tested if it is possible to complete the offloading of the user, that is if the macro has enough channels 

to serve it. 

VII. RESULTS 

 

  It was used the MATLAB® to evaluate the performance of the proposal. As it was said before, as the 

benchmark, it was used as an approach based on FIFO. In this method, the resources are allocated 

without any type of priority. The first user to require will be serviced by one available RRH with the 

best signal-to-noise ratio. As for the TLA proposal, it is prioritized the connection in the RRHs, until 

the end of the network resources, aiming that the users are serviced with the maximum capacity of the 

network and maintenance of the QoS levels. 

It was generated 13 scenarios containing 50, 75, 100, 125, 150, 175, 200, 225, 250, 275, 300, 325, 

350 users, respectively. All scenarios were simulated 50 times and the results presented refer their 

average. The confidence interval was 95%. 

Fig. 5 (a) and (b) shows the limitations of the equipment during the modeling. The number of 

disconnected and connected users presents a linear trend due to the addition of users in the scenarios 

(which is linear). The allocation of the network resources is re-distributed in an efficient way, 

ensuring a better connection of users in the TLA network. 
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In Fig. 6, from scenario 6, the TLA loses linearity and FIFO tends to saturation due to network 

resources, which are underutilized in FIFO. The offloading technique present in TLA, guarantees high 

levels of QoS, for the best uses of network resources. 

 
 

Fig. 5. Number of connections per RAN type  

 

The average of disconnected users is around 30% higher in FIFO, and the average of connected users 

is 25% higher in TLA, which may be seen in Fig. 6 and Fig. 7 respectively. It happens due to the 

offloading scheme that opens up the network traffic and discharges to the macro EnodeB the users that 

had been blocked in the BBU. 

 
Fig. 6 - Average Connected Users 

 

Fig. 8 presents the maximum data rate, where it is observed the maintenance of the minimum levels 

of QoS in all scenarios. Where TLA and FIFO have maintained themselves in the average, satisfying 
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the minimal requirements of QoS. The former has guaranteed a better connection when compared to 

the latter, where both have maintained themselves constantly, for, in the beginning, the minimal 

requirements of QoS of the UEs are accomplished and, later, the resources are re-distributed, 

obtaining a higher number of users along modeling. 

 

 
Fig. 7. Average Disconnected Users 

 

Thus, it is a fact that the TLA proposal has obtained a satisfactory performance of about 60% 

compared to the FIFO, respecting all the established requirements, maximizing its capacity, 

maintaining the minimal levels of  QoS and network coverage. 

 
Fig. 8 - Average Maximum Bit Rate (kbps) 

 

The results validate the efficacy of TLA and the impact of the various requirements underlying the 

resource utilization efficiency in H-CRAN. 

VIII. CONCLUSION AND WORKS FUTURES 

The raising of the data and apps volume represents significant challenges to the 5G mobile networks. 

This way, the mobile network operators are investing more and more into new technologies to improve 

their network capabilities, mitigate interference and improve the QoS of the final users. 

In this paper, it was proposed an offloading schema in one H-CRAN architecture, aiming to improve the 

use of network resources, maintaining its minimal levels of established QoS. 
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Through the results, it was noticed that the proposal of TLA has obtained a satisfactory performance 

when compared to FIFO, obtaining improvements of approximately 60% in the Maximum Bits Rate. This 

in turn provides a better connection to all users of the network, efficiently distributing all the network 

resources. 

  As future works, new scenarios will be modeled, with frequency changes, varying the capacity of the 

BBU, varying the number of antennas and arrangement of them, analyzing other measures of performance. 
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