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Obijective: To analyze suicidal behavior and build a predictive model for suicide risk using data mining
(DM) analysis.

Methods: A study of 707 Chilean mental health patients (with and without suicide risk) was carried out
across three healthcare centers in the Metropolitan Region of Santiago, Chile. Three hundred forty-
three variables were studied using five questionnaires. DM and machine-learning tools were used via
the support vector machine technique.

Results: The model selected 22 variables that, depending on the circumstances in which they all
occur, define whether a person belongs in a suicide risk zone (accuracy = 0.78, sensitivity = 0.77, and
specificity = 0.79). Being in a suicide risk zone means patients are more vulnerable to suicide attempts
or are thinking about suicide. The interrelationship between these variables is highly nonlinear, and it is
interesting to note the particular ways in which they are configured for each case. The model shows
that the variables of a suicide risk zone are related to individual unrest, personal satisfaction, and
reasons for living, particularly those related to beliefs in one’s own capacities and coping abilities.
Conclusion: These variables can be used to create an assessment tool and enables us to identify
individual risk and protective factors. This may also contribute to therapeutic intervention by
strengthening feelings of personal well-being and reasons for staying alive. Our results prompted the
design of a new clinical tool, which is fast and easy to use and aids in evaluating the trajectory of
suicide risk at a given moment.
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Introduction

Suicide rates have increased significantly worldwide during
recent years, resulting in more than 150,000 deaths in
2013. This phenomenon is highly complex and encom-
passes biological, psychological, and social variables.
A large proportion of individuals who have attempted
suicide present with psychiatric conditions such as mood
disorders (specifically, depressive disorders), psychosis,
and substance abuse. Within the social factors known to
date, unemployment and social isolation have been
associated with high suicide rates. In Chile, the suicide
rate is 11 per 100,000 inhabitants’; unipolar depression is
the second cause of disability-adjusted life-years lost in the
general Chilean population and the leading cause among
women between the ages of 20 and 44, and affects 17.2%
of the population over 15 years of age.?
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The World Health Organization (WHO) has stated that,
despite being a leading cause of death worldwide, suicide
remains a low public health priority.® As a reaction to that
statement, the Chilean Ministry of Health has proposed a
strategy aimed at reducing the suicide rate. For instance,
the suicide rate for individuals between the ages of 10 and
19 in Chile has increased from 5.7 per 100,000 to 7 per
100,000 over the last few years.4 The above-mentioned
WHO document notes that, in order to design any kind of
intervention to address suicide, a precise definition of the
at-risk population is essential.

The task of defining which patients are at greatest risk
of suicidal behavior has always had at least two major
purposes: to describe the more general aspects of this
behavior from an epidemiological perspective; and to
recognize which factors may predict when patients are
suicidal, so as to enable delivery of timely intervention.
Studies have mainly focused on factors that some research-
ers refer to as static, such as clinical history, demographic
factors, or, more recently, genetic and metabolic markers.®
However, such valuable information has not proved useful for
predicting when suicidal behavior will occur at the individual
level, due to its intrinsically unstable nature, which may be
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determined by several personal, interpersonal, and social
factors (in other words, it is highly state-dependent).®

Studies that have attempted to predict the risk of suicide
in samples of at-risk patients have yielded mixed results. In a
follow-up study of 515 subjects who made a suicide attempt,
regardless of its severity, around 90% had not died by
suicide or other violent causes 26 years later. Powell et al.®
compared 97 patients who committed suicide while hospi-
talized in psychiatric units to 90 patients selected at random
who did not display suicidal behavior during hospitalization.
According to clinical records, only two of the 97 patients who
committed suicide showed severe suicide risk indicators. In
24 cases, the risk of suicide was assessed as low or
moderate before the suicide attempt. In the remaining 71
cases, clinical notes taken prior to the suicide did not support
the view that these patients should have been categorized
as being at a greater risk of suicide than other patients. In a
systematic review of 12 psychometric tools used in the
emergency room (ER) to predict suicidal behavior, Randall
et al.” noted that, while the tools did have sound
psychometric properties, evidence of their clinical usefulness
was weak. Similar findings were obtained in a systematic
meta-analysis of 13 studies.® A review of studies following
up on patients with bipolar disorders or major depression®
was unable to determine any one factor that could serve as
a predictor of suicide for this patient population.

An indication of the complexity of this behavior can,
perhaps, be found in the testimonies of patients who
survived attempts at suicide through highly lethal meth-
ods. Half of all survivors from a group of subjects who
were saved after jumping from the Golden Gate Bridge
had already begun to regret their decision as they were
falling. Another group of subjects who had also been
saved when jumping from the same bridge admitted that
their relationship with life and death had changed since
their survival.'®""

In summary, suicidal behavior is associated with a
significant number of diverse factors, which are difficult to
predict, usually highly sensitive, but with little specificity.
None of these factors would be sufficient to explain suicidal
behavior at a particular moment in a person’s life. None-
theless, as O’Connor & Nock'? aptly describe, suicidal
behavior is always preceded by a stage characterized as
suicidal ideation and intent. A more nuanced understanding
of the particular aspects of the complex path of this
behavior is needed.

Understanding what is defined as an imminent suicide
scenario, which some see as purely euphemistic,'® would
help establish a more detailed assessment of suicide risk.
The expected result would be that active modification of
those variables might decrease the risk of suicide.

In recent years, data mining (DM) techniques have been
used as an aid in the medical decision-making process.
The DM methodology uses a variety of techniques that aim
to gather information to identify “unknown” patterns in data
that have not been used before.

DM has been proposed as an “unbiased” way to
generate hypotheses.'* DM techniques work with numer-
ical or categorical data to describe and/or predict clinical
situations, and are particularly useful for complex, multi-
factorial clinical problems in which a large number of the
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implicated factors differ greatly from each other, which is
exactly the case of suicidal behavior.

DM techniques have already proven to be useful in
medicine. In psychiatry, DM has been used to estimate
suicide risk throughout the life course by using information
provided by electronic medical records,'®'® but not to
predict individual risk at a given moment.

Here, we used DM to process large volumes of data,
choosing data points that best select the targeted subject
sample. This should provide a better understanding of the
complex cognitive and emotional state preceding suicidal
behavior. Moreover, it may give us critical information to
develop a useful tool for clinical follow-up. We foresee a
highly individual model of risk monitoring which would
identify each patient’s preventative or risk factors over time,
as well as their relationship with the suicide risk scenario.

A deeper understanding of the set of variables that
make up suicide risk would help detect the presence of
such risk and devise strategies to prevent suicide.

Methods
Participants

A purposive, consecutive sampling strategy was used.
Participants were categorized into two groups: 1) those
with suicidal behavior who sought treatment for suicide
attempts or current suicidal ideation; and 2) those without
suicidal behavior who sought treatment for other reasons,
without suicide attempts or current suicidal ideation. Once
the psychiatric diagnoses had been established in colla-
boration with the clinical staff, each participant received a
description of the study and was asked to confirm their
voluntary participation (i.e., without monetary compensa-
tion) by signing an informed consent/assent form. This
study was carried out in accordance with the recommen-
dations of the Ethics Committees of all participating
institutions and in accordance with the Declaration of
Helsinki.'” Underage subjects who agreed to participate
were asked to sign an assent form, and their parents or
guardians were informed by means of a consent form.
A sociodemographic survey was conducted to gather
general background information and ascertain partici-
pants’ reasons for seeking treatment. The measures des-
cribed below were then applied to evaluate the variables
of interest in the study participants.

The sample was made up of adolescent, young adult,
adult, and older adult mental health patients (all aged
> 14 years). Patients were recruited from the outpatient
and inpatient facilities of three health centers, correspond-
ing to different socioeconomic levels, all located in the
Metropolitan Region of Santiago, Chile. The study was
carried out between June 2010 and December 2014.

The inclusion criteria were: mental health patients over
the age of 14, of both sexes, able to distinguish reality,
willing to participate, with sufficient cognitive and emotional
capacity to complete the questionnaires, who provided
consent. The exclusion criteria were alcohol or substance
dependence disorders, psychotic disorders, eating disor-
ders, and cognitive disorders. We excluded these with the
aim of focusing the analysis on mood disorders.



Measures

Outcome Questionnaire (0Q-45.2), validated Spanish
version'®1°

This questionnaire assesses how the person has been
feeling in recent days with regard to: a) symptoms of
anxiety and depression; b) interpersonal relationships;
and c) social role functioning (family, employment, leisure
roles) (nine items).

State Trait Anger Expression Inventory (STAXI-2), vali-
dated Spanish version2%-2!

This instrument evaluates the experience of rage from the
patient’s perspective across two dimensions (the state of
rage and features of rage), as well as the expression of
rage from three perspectives: out of control, excessive
control, and functional control.

Reasons for Living Scale (RFL), validated Spanish
version??:23

This measure evaluates the reasons that dissuade people
from attempting suicide from six perspectives based on
the importance that patients themselves assign to each:
a) confidence in their abilities to face difficult situations;
b) fear of death and social disapproval; ¢) family respon-
sibilities; d) concern for children; e) perception of an
inability to commit suicide; and f) moral objections.

Depressive Experience Questionnaire, validated Spanish
version®*2°

This questionnaire measures factors related to personality
vulnerability associated with depression, namely, self-
criticism and dependence. There is a third factor considered
to influence against suicide, which is related to self-efficacy.
Internal consistency showed a Cronbach’s alpha in the
study sample of o = 0.844 for the total scale, o = 0.60 for the
dependence subscale, o = 0.79 for the self-criticism
subscale, and o = 0.69 for the self-efficacy subscale.
Family APGAR, validated Spanish version®62’

This scale measures satisfaction with regard to family
functioning via a general evaluation of five aspects of the
respondent’s family life: a) adaptability; b) participation;
c) growth gradient; d) affection; and e) resolve.

Sociodemographic and clinical information

Several descriptive variables were assessed: demo-
graphic, social, clinical, diagnostic, reasons for seeking
treatment, and a description of the participant’s behavior
or suicidal ideation, where applicable.

Data analysis

DM and machine-learning tools and techniques were
explored to generate a predictive model for suicide risk.
Specifically, the following six techniques were explored: the
Classification and Regression Tree (CART),?® k-nearest
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neighbor (KNN),?° random forest,>® AdaBoost,®' neural-
network multilayer perceptron (MLP),3? and support vector
machine (SVM).%*3* Of these approaches, SVM was
observed to be the most robust technique for the data of
this study in terms of accuracy, sensitivity, and specificity.
Consequently, this study reports on the results obtained
using the SVM technique.

A supervised learning approach was used with a
database of 707 patients under treatment for mental
health conditions, divided into two groups as noted above
(with suicidal behavior vs. without suicidal behavior).
Participants represented 343 sociodemographic and
clinical variables.

The with vs. without suicidal behavior groupings relate to
the class or value predicted or classified by the generated
models. For the purposes of this classification, a cross-
validation technique was used, both for parameter fit and to
assess the generated models. The results of this classifica-
tion are shown below using the following assessment
metrics: a) accuracy; b) sensitivity; ¢) specificity; d) receiving
operating characteristics (ROC) curve.®®

Development and fit of the models were carried out in
the R statistical language.

Brief description of the analytical techniques employed

CART

This is a modeling tool that represents groups of
decisions in the form of a tree that generates rules for
the classification of a group of data. It is used for
classification and regression solutions. For this study, a
binary model with two decision branches was used.?®

SVM

These are supervised learning models in conjunction with
learning algorithms that analyze and recognize patterns.
They represent sampling points in space, separating
groups by the largest amount of space possible. When
new samples are entered into the model, they can be
classified into one group or another depending on their
proximity. The algorithms build a hyperplane or a collec-
tion of hyperplanes in a space with many (even infinite)
dimensions. These can then be used for classification or
regression problems.*?

KNN

This nonparametric classification technique uses a simple
classification algorithm that stores all of the available
observations and classifies new cases based on a
similarity measure. Observations are classified by a vote
between the nearest K neighbors.?®

Random forest

This is a technique for adding decision trees which
improves the accuracy of classifications by incorporating
randomness into the construction of each individual
classifier, while the algorithm chooses only a subset of
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Table 1 Sociodemographic characteristics of the sample and differences between groups

No current suicidal Current suicidal

Total behavior behavior
Variable (n=707) (n=358) (n=349) Test
Age (years)
Mean (SD) 39.7 (14.9) 42.2 (14.5) 37.2 (14.8) t = -4.4993, df = 704,
p < 0.001
Sex
Female 564 (79.8) 287 (80.2) 277 (79.4) %% = 0.029053, df = 1,
Male 143 (20.2) 71 (19.8) 72 (20.6) p=0.864
Marital status
Married 259 (36.6) 148 (41.3) 110 (31.5) x® =13.12, df = 3,
Unmarried 33 (4.7) 9 (5.3) 3 (3.7) p < 0.05
Single 295 (41.7) 127 (35.5) 169 (48.4)
Divorced or widowed 120 (17.0) 64 (17.9) 7 (16.3)
Parental status
Has children 454 (64.2) 248 (69.3) 206 (59.0) x% =8.0851, df =1,
No children 253 (35.8) 110 (30.7) 143 (41.0) p < 0.05
Highest educational attainment
Higher education 333 (47.1) 154 (43.0) 179 (51.3) x2 = 4.0694, df = 1,
No higher education 374 (52.9) 204 (57.0) 170 (48.7) p < 0.05
Occupation
Employed 375 (53.0) 221 (61.7) 154 (44.1) x% = 25.91, df = 3,
Student 157 (22.2) 56 (15.6) 101 (28.9) p < 0.001
Unemployed 42 (5.9) 20 (5.6) 2 (6.3)
Homemaker 133 (18.8) 61 (17.0) 72 (20.6)

Data presented as n (%), unless otherwise specified.
df = degrees of freedom; SD = standard deviation.

indicators. Randomness is present both in the training
samples and in the set of attributes.*®

AdaBoost

This algorithm that generates multiple decision trees on
subsets of observations where each observation is chosen
with a probability distribution calculated at every iteration of
the algorithm. The final result of the model is obtained by
weighted voting by each of the trees generated.®"

Results

The sample consisted of 707 patients (mean age:
39.68+14.85 years; range: 14 to 83), most with diag-
noses of mood disorders and a minority with behavioral
and adjustment disorders. Participants were divided into a
group with suicidal behavior (i.e., suicide attempts and
suicidal ideation) (n=349) and a group without current
suicidal behavior (n=358). Table 1 presents the socio-
demographic characteristics of the participants.

Mood disorders and age distribution are shown in
Tables 2 and 3.

Cleansing and refining the data

The data cleansing process involved removing all cases
and fields with a high number of null values, as well as
variables that were not relevant to the model. Values lost
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from the database were imputed by traditional techniques:
conditional means, conditional distribution (random hot-
deck), and expert judgment.®® Following data cleansing, a
complete database of information for 707 patients with
224 fields was obtained.

Attribute reduction

Attribute reduction was carried out by removing irrelevant
fields with a chi-square test which measured the impor-
tance of each variable with regard to the objective
variable (group with suicide attempts or suicidal ideation),
independently of the rest. The 224 fields were reduced to
139 relevant fields.

Correlated effects were removed from the database by
means of a correlation analysis of the 139 previously
selected variables, which were reduced to 129 relevant
variables. This was the starting point for the modeling.
The correlated variables were then eliminated and
grouped (correlation > 0.7). Attributes were then reduced
by using the wrapper technique. To this end, the model
was adjusted for 10, 20, and 30 attributes and error
measures were calculated. The set of 20 attributes, for
which adjustment yielded the best results, was selected.

After removing minor or highly correlated attributes,
selection of attributes based on the performance of dif-
ferent models was carried out. For each model evaluated,
a set of variables that exhibited greater performance
with regard to the accuracy measure was determined.
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Table 2 Distribution of mood disorders and differences between groups

No current Current suicidal

Variable Total suicidal behavior behavior Test
Major depressive disorder 311 106 (34.08) 205 (65.93) x2 =67.75
Bipolar disorder 112 62 (55.36) 50 (44.64) df = 8
Moderate depressive disorder 53 30 (56.60) 23 (43.40) p < 0.001
Mild depressive disorder 13 12 (92.31) 1 (6.69)

Anxiety disorder 74 52 (70.27) 22 (29.73)

Mixed episode 14 12 (85.71) 2 (14.29)

Adjustment disorder 73 45 (63.01) 27 (36.99)

Dysthymia 8 5 (62.50) 3 (37.50)

Other disorders 29 15 (51.72) 14 (48.28)

Total 687 340 347

N/A (missing values)* 20 18 2

Data presented as n (%).

df = degrees of freedom.

*Missing values were excluded from the statistical analysis.
Table 3 Age distribution and differences between groups

No current Current suicidal

Age (years) Total suicidal behavior behavior Test
14-19 80 25 (31.25) 55 (68.75) x? = 28.82
20-29 130 57 (43.85) 73 (56.15) df =5
30-39 135 66 (48.89) 69 (51.11) p < 0.001
40-49 142 85 (59.86) 57 (40.14)

50-59 156 81 (51.92) 75 (48.08)

> 60 63 44 (69.84) 19 (30.16)

Total 706 348

N/A (missing values)* 1 1

Data presented as n (%).
df = degrees of freedom.
*Missing values were excluded from the statistical analysis.

Figure 1 shows the calculation of accuracy and optimal
parameters for different input data sets for which 10, 20,
and 30 attributes are presented.

Model training and validation

Parameter adjustments of each model were made by
using k-times n-fold cross-validation, with n=10 and k = 5.
The number of attributes used varied, so as to identify
which attribute would yield better results. The parameter
adjustments for the SVM model proposed were as fol-
lows: #folds = 10, #iterations = 5, #variables = 22, param-
eters for adjustments = cost, regularization parameter
sigma = radial basis function kernel parameter, optimal
parameters = cost = 1, sigma = 0.0625. Table 4 shows a
summary of the parameter adjustments made for each
tested model.

Each model was assessed by using the optimal
parameters previously calculated for four indicators:
accuracy, sensitivity, specificity, and ROC curve. These
indicators were calculated with n-fold cross-validation,
with n=10 and 100 repeats. The results obtained after the
100 iterations are presented in Table 5. The SVM model
had the greatest accuracy (mean = 0.78), followed by the
random forest model (mean accuracy = 0.78) and the
AdaBoost model (mean accuracy = 0.76).

The sensitivities and specificities of each model are
similar to their accuracy, with no significant differences
observed. The model that demonstrated the greatest
difference between sensitivity and specificity was the
CART model, while that with the smallest difference was
AdaBoost, which showed similar results across its three
indicators. The SVM had greater specificity than sensi-
tivity, while the random forest model showed greater
sensitivity than specificity. These differences are mar-
ginal. Figure 2 provides a box plot of the accuracy
distributions for the five models analyzed.

In addition, ROC space models can be plotted from
the averaged information of K-fold cross-validation. The
ROC space analysis is shown in Figure 3. The SVM
model presented a sensitivity of 0.77 and a specificity
of 0.79. The SVM model presented 22 variables for
the new clinical model, considering that a smaller
number of variables could make the proposed model
more manageable.

Figure 3 shows that, although the five models were
similar, the SVM and random forest models yielded the
best results, as was the case in accuracy analysis. In the
ROC space analysis, the random forest model presented
the greatest sensitivity (0.78), whereas the SVM showed
the second highest sensitivity (0.77). Similarly, the SVM
presented a slightly higher specificity (0.78) as compared
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SVM model fit with the 10 most important variables
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Figure 1 Support vector machine (SVM) model fit with
10, 20, and 30 variables.

with the random forest model (0.77). A fifth criterion was
used to choose the final model: the number of variables
used. The SVM model contained 22 variables, vs. 32
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variables in the random forest model. Thus, the SVM
model was chosen to generate the new clinical model, as
a smaller number of variables would make the proposed
model more manageable. Figure 4 shows a histogram of
the accuracy values obtained with the SVM model.

Selected variables

Variables for the predictive model of the suicide risk zone
were obtained by using the SVM approach. The 22
variables that compose this model for predicting suicide
risk are presented in Table 6. Assessing all of these
variables enables us to determine if the patient is at risk of
attempting suicide or is actively thinking of making an
attempt. The interrelationship between these variables is
highly nonlinear, and it is interesting to note the particular
ways in which they are configured for each case. These
variables can be used to create an assessment tool, the
items of which assess elements associated with risk as
well as protection from suicidal behavior. Depending on
the answers (importance or value) attributed by the
respondent to each item, the clinician can determine
whether they should be classified as being in the suicide
risk zone. It also enables identification of individual risk
and protective factors, which may contribute to therapeu-
tic intervention.

Discussion

As mentioned in the Introduction, any strategy aiming at
reducing risks of suicide should start by defining the at-
risk population. This is certainly a complex task, since the
variables traditionally associated with suicidal behavior
have little predictive power in real clinical scenarios. As
Pokorny®” suggested, “it is not possible to predict the
moment at which a person may undertake a suicide
attempt, since risk is distinctive in that it can change very
rapidly”; this remains true today. The complex nature of
suicidal behavior requires the evaluation of multiple
factors, which interact dynamically, may present them-
selves intermittently, and may be uniquely configured in
each individual. The model proposed in this study may
contribute to the detection of suicide risk on the basis of a
configuration of variables that can present a dynamic set
of factors indicating when an individual may be at greater
risk of, or engage in behavior protective from, suicide. The
step of detecting the dynamic configuration of suicide risk
can lead to the development of strategies to prevent
suicidal behavior, which has become an important public
health problem, both in Chile and worldwide, as noted
elsewhere.’?

The variables of the instrument presented herein were
observed to be relevant when co-occurring (accuracy =
0.779) and may serve to indicate when a patient is at risk
of suicide. This resource may be used in primary health-
care services as well as in the emergency department
setting. Once suicide risk is detected, health profes-
sionals can gather more precise information to confirm
whether the patient is in fact at risk of suicide, so as to
take the necessary safety precautions. Although it is the
integration of variables that results in categorizing a
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Table 4 Parameter adjustments for each of the proposed models

Parameters for Optimal
Model No. folds No. iterations No. variables adjustment parameters
CART 10 1 3 cp = complexity parameter cp = 0.0216763
KNN 10 10 22 k = number of neighbors k=17
SVM 10 5 22 cost = regularization parameter cost = 1
sigma = radial basis function kernel parameter sigma = 0.0625
Random Forest 10 1 32 mtry = subset of variables used in each tree mtry = 11
AdaBoost 10 3 32 ntree = number of trees ntree = 33
maxdepth = maximum depth of each tree maxdepth = 4

alpha = type of coefficient for updating weightings

alpha = Breiman

CART = Classification and Regression Tree; KNN = k-nearest neighbor; SVM = support vector machine.

Table 5 Results of validation of the five models generated

CART SVM KNN AdaBoost Random forest
Accuracy 0.72 0.78 0.73 0.76 0.78
Sensitivity 0.71 0.77 0.74 0.75 0.78
Specificity 0.74 0.79 0.73 0.76 0.77

CART = Classification and Regression Tree; KNN = k-nearest neighbor; SVM = support vector machine.
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Figure 2 Boxplot of accuracy achieved by the five models generated. CART = Classification and Regression Tree; KNN =

k-nearest neighbor; SVM = support vector machine.

patient as being at risk of suicide or not, each variable can
be analyzed individually, not only for diagnostic purposes
but also for therapeutic ends. Among the variables related
to suicide risk, previous studies have highlighted the
importance of individual unrest,®® personal satisfaction,*®
and reasons for living, particularly those related to beliefs
in one’s own capacities and abilities to cope with situa-
tions.*>*! The presence of certain variables during
evaluation (such as personal satisfaction and reasons for
living) when someone is thinking about killing oneself can
represent focal points that healthcare professionals may
attend to when treating patients with suicidal behavior. In
other words, promoting analysis of these factors during
treatment may assist in distancing patients from emo-
tional and cognitive states that keep them at risk of
suicide.

In addition, some individual variables — such as feelings
of unrest, thinking about taking one’s own life, or declaring
that “nothing interests me” — may serve as especially
useful indicators of suicide risk during triage in primary-
care or emergency facilities. These indicators may alert
healthcare professionals of a need to further evaluate
patients and adopt safety precautions.

Among the factors mentioned as useful focal points
during treatment, we highlight the following, which were
recommended by the generated instrument: personal
satisfaction and reasons for living. Personal satisfaction
refers to the perception of being a happy person, feelings of
satisfaction with life and with achievements. Reasons for
living- include caring about oneself enough to live, consider-
ing life to be too beautiful and precious to bring to an end,
having a love for life, feeling too stable to kill oneself,
believing only God has the right to end a life, not wanting to
die, wanting to experience all that life has to offer and con-
sidering there are still many experiences to have, believing
that it is possible to find other solutions to problems, thinking
life is all we have and it is better than nothing, that having the
thought of suicide is totally incomprehensible, believing that
it is possible to learn to adjust or cope with problems, having
hopes that things will improve and the future will be happier,
and knowing that negative feelings will not last no matter
how bad one feels.

The use of new methodologies in this study supports
findings from previous analyses that have used traditional
methods. To the best of our knowledge, this was the first
study to explore suicidal behavior in a population at risk

Rev Bras Psiquiatr. 2017;39(1)



J Barros et al.

by using the methodology described above. The use of
DM techniques allowed us to study a large volume of
information collected from 707 patients, all with psychia-
tric conditions, with and without suicidal behavior. The DM
methodology also helped us investigate data from these
patients, based on a total of 343 variables, from a
perspective that differs from mainstream clinical thought
processes or traditional statistical methods. After attribute
assignment and exhaustive training of the model through
a process beyond the analysis that a clinician can per-
form, this pool was narrowed down to 22 variables.

By using this method, data can be analyzed without
a priori hypotheses. Cleansing the data allowed us to
design an assessment tool that is quick and easy to use
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Figure 3 ROC space models. Average information from
K-fold cross-validation. CART = Classification and Regression
Tree; KNN = k-nearest neighbor; ROC = receiver operating char-
acteristics; SVM = support vector machine.

and assists in the determination of whether a patient is at
risk of suicide with 0.779 (77.9%) accuracy. It is important
to remember that the selection of factors was based on a
sample of mental health patients who, by their very
nature, already presented with a heightened risk of sui-
cide compared with the general population. Thus, DM
techniques proved useful in gathering information to
identify what the greatest risk factors would be in a
sample of subjects who were already at risk. This tool
may be applied, retested in follow-up assessments, and
further refined with each iteration when used by emer-
gency services, first responders, and outpatient care
providers.

The utility of the DM strategy allows us to detect a
configuration of risk variables using only a subset of data
selected from all available information. This technique,
unlike more traditional methods, selects the most relevant
variables to discriminate the risk factor, detecting hidden
patterns in data that are highly nonlinear. This is why
accuracy, sensitivity, and specificity are used to evaluate
these models, rather than the consistency measures
usually employed in the construction of new assessment
tools. Nevertheless, using classical statistics, we obtained
a Cronbach’s alpha coefficient of 0.6444 for the 20-variable
model. However, this is not an adequate measure for DM
techniques.

From the outset, this method of studying data from the
sample has demonstrated the “complementary” role that
such methods could play in clinical interventions, since
they are carried out “alongside the doctor.” The value of
these results and the DM methodology should continue to
be addressed in future studies.

Regarding the limitations of this study, it seems
relevant to point out that the sample was restricted to
patients consulting for mental health concerns and who
mainly presented with mood disorders. These findings
may not be applicable to other psychiatric conditions,
such as alcohol and substance dependence, eating
disorders, and psychotic and cognitive disorders. While
this limited the potential generalizability of the results,
it allowed us to control for the diagnostic variable.
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Figure 4 Histogram of support vector machine (SVM) model accuracy.
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Table 6 Variables included in the predictive model of suicide risk

Measure Variable Question in the measure

oQ OQPRE8_SD_n: question 8 of the OQ normalized | think about taking my life.
to a range between [0,1]

RFL RFL19_20_24_SUPAF_n: average of questions 19, 20, | care about myself enough to live.
and 24 of the RFL measure normalized to a range Life is too beautiful and precious to bring to an end.
between [0,1] | have a love for life.

RFL RFL25_SUPAF_n: question 25 of the RFL measure | am too stable to kill myself.
normalized to a range between [0,1]

RFL RFL12_SUPAF_n: question 12 of the RFL measure Life is all we have and is better than nothing.
normalized to a range between [0,1]

oQ OQPRE13_SD_n: question 13 of the OQ normalized to | am a happy person.

a range between [0,1]

RFL RFL5_OBMOR_n: question 5 of the RFL measure | believe only God has the right to end a life.
normalized to a range between [0,1]

oQ OQPRE31_SD_n: question 31 of the OQ normalized | am satisfied with my life.
to a range between [0,1]

RFL RFL10_SUPAF_n: question 10 of the RFL measure | do not want to die.
normalized to a range between [0,1]

Diagnosis T_E_DEPRE_MOD_o_SEV: indicates if the diagnosis  Presents moderate depressive episode, severe
is of a moderate or severe kind of depressive disorder/ depressive episode, major depressive disorder.
event

oQ OQPRE24_SD_n: question 24 of the OQ normalized to | am happy with myself.

Sociodemographic
variable

a range between [0,1]
TIENE_1_HIJO

RFL RFL45_SUPAF_n: question 45 of the RFL measure
normalized to a range between [0,1]

RFL RFL17_SUPAF_n: question 17 of the RFL measure
normalized to a range between [0,1]

RFL RFL22_SUPAF_n: question 22 of the RFL measure
normalized to a range between [0,1]

DEQ DEQPRE®62_n: question 62 of the DEQ normalized to a
range between [0,1]

RFL RFL50_n: question 50 of the RFL measure normalized
to a range between [0,1]

oQ OQPRE3_SD_n: question 3 of the OQ normalized to a
range between [0,1]

RFL RFL2_n: question 2 of the RFL measure normalized to
a range between [0,1]

RFL RFL40_n: question 40 of the RFL measure normalized
to a range between [0,1]

RFL RFL14_n: question 14 of the RFL measure normalized

to a range between [0,1]

Indicates if they have exactly one child.
| see no reason to hurry death along.

| want to experience all that life has to offer and
there are many experiences | haven’t had yet that |
want to have.

| believe | can find other solutions to my problems.

| am very satisfied (a) with myself (b) withwhat |
have achieved.

The thought of suicide is totally incomprehensible to
me.

Nothing interests me.

| believe | can learn to adjust or cope with my
problems.

| have hopes that things will improve and the future
will be happier.

No matter how badly | feel, | know that it will not last.

Accuracy = 0.779, sensitivity = 0.770, specificity = 0.790.

DEQ = Depressive Experience Questionnaire; OQ = Outcome Questionnaire; RFL = Reasons for Living.

We decided to focus our analysis on mood disorders in
view of the higher prevalence of this diagnosis in clinical
settings and the association of suicidal behavior with
major depression.

Participants were assessed consecutively in their
“natural environments” (i.e., in mental health services),
which allowed us to capture the situation in the context in
which consultations are usually carried out. However, the
recruitment process was conditional to the willingness
and availability of participants to be assessed at a given
time. This is also a limitation, because subjects who met
the inclusion criteria but refused to participate are not
represented in the sample.

Our general proposal may also have other limitations.
We still do not know exactly what the real risk of suicidal
behavior is in the group of patients we classified as being
at risk. It is highly possible that only a small portion of
those in the “risk zone” will actually attempt suicide. This

focus seems practical, however, since it acknowledges a
“risk zone” independently of how this risk may evolve. In
other words, since we cannot know for sure who will
actually attempt suicide, we can only work with what we
do know. To the best of our knowledge, “risk of suicide” is
as close as we can get to the notion of suicidal behavior,
which usually emerges first in the majority of patients.'?
Deepening our understanding of how this risk scenario is
configured can provide resources to take action in due
time. By intervening on potentially modifiable risk factors,
we may be able to distinguish between patients who are
actually at risk of suicide from those who are not.
Undoubtedly, the true scope of this diagnostic focus
should be tested in future studies.

Traditional statistical methods and mathematical DM
and machine-learning techniques are entirely comple-
mentary. In other words, data that may only be obtained
by one method can be used by or with another so as to

Rev Bras Psiquiatr. 2017;39(1)
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allow in-depth analysis of a particular problem. In this
study, for instance, findings obtained from the DM tech-
niques could be compared with results from traditional
statistical methods. At the same time, DM can suggest
which variables should be focused on for deeper analysis
with traditional statistical methods. Hence, the variables
obtained from this study through the use of DM can be
used to further evaluate the trajectory of suicide risk by
means of traditional methods.
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