Using game theory to assess multi-company strategies in watershed management
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ABSTRACT

The main objective of this work was to evaluate the use of game theory as a strategic tool for watershed management decision-making. An engineering problem case study was used in which three organizations compare various scenarios when deciding where to locate a polluting plant on a watershed. Six games were modeled to provide a variety of conditions that could feasibly be implemented and were simulated using software for finding Nash Equilibria solutions. The results show that game theory can provide key insights, such as the consideration of other players’ strategies, and identify possible pitfalls that may occur when the companies seek only to maximize their individual profitability.
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Usando a teoria dos jogos para avaliar estratégias entre empresas no gerenciamento de bacias hidrográficas

RESUMO

O principal objetivo deste trabalho foi avaliar o uso da teoria dos jogos como uma ferramenta estratégica para a tomada de decisão no gerenciamento de bacias hidrográficas. Como estudo de caso foi utilizado um problema de engenharia em que três organizações comparam vários cenários ao escolher um local para instalar uma planta poluidora em uma bacia hidrográfica. Seis jogos foram modelados para fornecer uma variedade de condições que as empresas poderiam ser implementadas e foram simuladas usando um software para procurar Equilibrios de Nash. Os resultados mostram que a teoria dos jogos pode fornecer informações importantes, como a consideração das estratégias dos outros agentes, e identificar
possíveis armadilhas quando as empresas procuram apenas maximizar a sua própria rentabilidade.

**Palavras-chave:** bacia hidrográfica, estratégia, impactos ambientais.

**1. INTRODUCTION**

Modern companies are constantly required to consider a growing array of factors when making business decisions. The combination of highly competitive markets and global uncertainty from investors has put increasing pressure on companies to fully assess all possible actions open to them before they financially commit to any given one. Such analysis of potential business strategies can be performed in a number of ways, from traditional optimization methods to predicting market influences.

In recent years increasing importance has been given to sustainable development in its various forms, giving rise to even more factors when making decisions. Whilst multi-criteria decision making or triple-bottom-line assessments might be used to quantify the importance being given to factors such as environmental or social impact, they can suffer from a similar pitfall as other decision making techniques, namely failing to account for the influence of one company’s actions on another company’s decision making and, more importantly, the possible resulting ramifications upon the first company.

When companies function in close proximity, either geographically or within the same area of expertise, they will often either be drawn to working together in an effort to improve efficiency or find themselves in some form of direct or indirect competition. Such interactions may appear simplistic, as companies will logically attempt to act in their best interests. However, in some cases what initially seems to be a preferable decision for a company may result in unforeseen consequences due to the existence of other companies within the system.

The main objective of this work is to evaluate the use of Game Theory as a strategic tool for decision-making companies in the solution of problems considering the presence of more than one company and of possible conflicts. The specific objectives are to demonstrate the benefits that may be obtained from the use of Game Theory and to provide a variety of examples of how the rational behavior of firms can lead to potentially unexpected results.

The discussion is presented using an engineering case study problem in which three organizations compare various scenarios when deciding where to locate a polluting plant on a watershed. Considering the Nash Equilibrium and the Pareto efficiency concept, the research confirms the hypothesis that two or more organizations, when acting together, might increase their overall benefits.

**2. THEORETICAL FRAMEWORK**

A large body of research considers the ways in which industrial plants can impact their environment (Hertwich et al., 1997; Sarkis, 2001; Lardon et al., 2009; Aviso, 2014). As a result, various restrictions might be placed on a watershed to ensure a healthy ecosystem, such as a limit on the level of phosphorus at various points along a stretch of a river. High levels of phosphorus cause increased eutrophication, which is a gradual process of biomass accumulation that leads to increased water pollution (Laws, 2000; Garnier et al., 2005). While

---

1 Nash equilibrium is a solution concept of a non-cooperative game involving two or more players (Nash, 1951). The Nash equilibrium concept does not imply that the outcome from the joint strategy is the best possible. When the outcome of at least one player can improve without losses for any other player, it is said that there was a Pareto improvement. Therefore, a Pareto outcome is a situation where the joint strategy is allocated in the most efficient manner, although it may not be always possible to achieve.
this is a natural process, it can be accelerated by human activities that introduce excessive nutrients into the water body (Cech, 2009). Due to the threat of high eutrophication levels, a local authority may impose restrictions on the exact concentration of phosphorus at specific points along a river, for example at densely populated locations or upstream of a larger body of water (Lira-Barragán et al., 2011a). As water-quality management and land-use planning are frequently managed by different agencies that do not constantly coordinate (Wang, 2001), integrated management and planning of water resources is an ongoing challenge. Leach and Pelkey (2001) used Exploratory Factor Analysis, that is, a multivariate statistical method often applied to identify latent patterns in available data, to search for patterns of successful partnerships in a literature review, from where four factors were identified: (i) balancing the partnership’s resources with its scope of activities; (ii) employing a flexible and informal partnership structure; (iii) the dispute resolution framework; and (iv) the institutional analysis and development framework. Groot (2006) presented a framework to structure the assessment of the total value of the goods and services provided by a specific area and to analyze the costs and benefits involved in trade-offs between various land use options. Methods for identifying these impacts and trade-offs are an important instrument for watershed planners and managers.

However, many of the conventional methods used to assess strategies do not account for strategic interactions. One type of analytical technique that can be utilized by engineering firms is the application of Game Theory to enhance the decision-making process when multiple companies interact. Game theory is an analytical method that deals with situations involving two or more participants with different strategies and conflicting interests (Karlin, 1992). The theory assumes that all participants are rational, such as companies that seek to maximize their gain or “payoff” within a set of possible actions or strategies. According to Osborne and Rubinstein (1994), most strategic interaction situations can be classified as “games”, within which we seek to understand the objective actions of each participant, known as a “player”. Briefly, according to the principles proposed by Neuman and Morgenstern (1944), if the individuals involved in an interaction act rationally, they seek to identify alternatives that meet not only their criteria but also that meet, at least minimally, the criteria of the other participants. Therefore, the interest of game theory is evaluating the games where players make strategic decisions considering the objectives of others. When players cannot establish mutual commitments, it is said that the game is “non-cooperative”, otherwise it is said to be “cooperative”. Games with rewards that are inversely related, i.e., one player’s gain necessarily involve a loss for one or more others, constitute the so-called “zero sum games”.

There have been a few cases which may be seen as emblematic of the potential of Game Theory in the areas described above as well as in more generic engineering situations. For instance, Tecle (1992) evaluated game theory and other 14 techniques for aiding watershed resources management using a two-level process algorithm. The author concluded that game theory is one of the best methods for solving multi-criteria problems. Lou et al. (2003, p. 162) analyzed an industrial ecosystem under varying levels of production and concluded that the use of Game Theory allowed the system to reach an “economically and environmentally more desirable status”. Chew et al. (2009) investigated water integration systems in Eco-Industrial Parks and identified cases where environmental benefits were lessened due to companies acting for themselves, and demonstrated how game theory can be used to suggest alternative systems that would allow for overall environmental benefits to be increased. In a subsequent piece of work, Chew et al. (2010) expanded upon their previous work by studying a larger water integration system that included interventions from authorities to help produce a more desirable outcome guided by game theory.

When looking at more general cases of water resource management, Madani (2009) applied game theory to discuss how it can be used to both identify and present resolutions to
conflicts encountered over water resources. Leoneti et al. (2010) compared an optimized solution with a solution based on Nash equilibrium using a model to support the selection of water treatment and sewage systems of municipalities, concluding that the adoption of Nash equilibrium solutions is a viable manner to resolve the conflict between efficiency and cost in the choice of sewage treatment plants. Grimes-Casey et al. (2006, p. 1618) suggested that game theory “allows investigation of the willingness of producers and consumers to seek strategies that promote the common interest of the system while not harming their own interests” when investigating environmental alternatives to disposable bottles. Mahjouri and Ardestani (2010) proposed a game theoretic method for inter-basin water transfer management taking into account economic, equity, and environmental criteria and applying it to a large-scale inter-basin water allocation problem in Iran. Üçler et al. (2015) maximized economic benefits of land use and water quality of Namazgah reservoir, Turkey, using a bi-objective optimization approach through Game Theory and fuzzy programming. Hui et al. (2015) used Nash equilibrium to analyze the decision-making process for a simple levee system when owners on both sides of the riverbank based their design-strategy decisions on economic optimization and found that each would tend to optimize their own levees using risk-based analysis, resulting in a Pareto-inefficient levee system design for the overall system. Dinar and Hogarth (2015) presents a deep literature review of other important contributions. These are just a sample from the emerging body of literature on the potential uses of game theory in engineering decision making.

3. MATERIALS AND METHODS

3.1. Requirements for the model

The research aims to simulate multi-company strategy through the use of Game Theory, focusing on the installation of multiple new industrial plants in a watershed and the impact that they have upon one another’s costs. The problem is of interest due to the environmental impact of contaminants in water sources.

The model used in this research should be able to calculate a maximum discharge rate of phosphorus for a plant at any of a set of locations along a river, given the environmental regulations in place. This information is used to calculate the cost of both treatment and land purchase for situating a plant in a particular location. By performing these calculations for all of the various permutations of different locations and different industrial plants added, it would be possible to quantify the payoffs required as an input to the game theory model.

3.2. Formulation of the model

Akin to the work by Lovelady et al. (2009), the model in this research uses a simplified version of the Material Flow Analysis (MFA) equations proposed by El-Baz et al. (2004). The equations deal with estimating two separate quantities within a reach: (i) the flowrate balance (Equation 1), and (ii) the pollutant balance (Equation 2).

\[
Q_i = Q_{i-1} + Q_{wRi} + Q_{plant}
\]

where:

\(Q_i\) is the flow going out of the \(i^{th}\) reach;

\(^2\) An estimation was deemed justifiable as the model was intended to produce results in order to apply game theory to the case. In essence, the results themselves were not required to be necessarily accurate but simply realistic.
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\[ Q_{i-1} \] the flow going into the \( i \)th reach coming from the \( i-1 \)th reach;

\[ Q_{\text{inRi}} \] is the flow from/to the tributaries into the \( i \)th reach, all in m³/s. It should be noted that this last flow could be either positive or negative; and

\[ Q_{\text{plant}} \] is the total discharge from the chemical plant being added to the reach, also in m³/s; this value would be zero if a chemical plant is not added to the reach.

\[ Q_i C_{P,i} = Q_{i-1} C_{P,i-1} + Q_{\text{inRi}} C_{P,\text{inRi}} - k (C_{P,i})^\sigma V_i + x Q_{\text{plant}} C_{P,\text{plant}} \tag{2} \]

where:

\( k \) is the kinetic constant for phosphorus of 9.0419\( \times \)10⁻⁶ /s obtained experimentally by Lira-Barragán et al. (2011a);

\( \sigma \) is the order of reaction;

\( V_i \) is the volume of the reach in m³;

\( C_{P,\text{inRi}} \) is the component concentration in the bulk flow into or out of the \( i \)th reach in ppm;

\( x \) is the fraction of waste that leaves the chemical plant untreated; and

\( C_{P,\text{plant}} \) is the component concentration of untreated waste from the chemical plant into the \( i \)th reach in ppm. As before, if a chemical plant is not being added to the reach in question, then the last term is zero.

### 3.3. Case Study: Adding phosphorus polluting plants to the watershed including Lake Manzala while maintaining environmentally acceptable levels of pollutant

The case presented in this section has been adapted from the works of Lovelady et al. (2009) and Lira-Barragan et al. (2011a; 2011b), both made for the case of a single chemical plant. Here, the case includes three major drains combined to transport water from Cairo to Lake Manzala, in Egypt: the Qalyoubia Drain, the Bilbeis Drain and the Bahr El-Baqar Drain. Data from multiple sources was pieced together, including data regarding volumetric flowrate collected by Stahl et al. (2009) and upstream phosphorus concentration calculated by Lovelady et al. (2009), to provide the initial conditions at various points along the main reaches of the watershed (Figure 1). Table 1 shows the estimations collected for each position of the reaches shown in Figure 1.

![Diagram showing the proposed plant locations and designation of reaches.](image-url)
In this case study, three companies each add one fertilizer producing plant in one of four locations along the watershed (Figure 1) and they are required to treat enough of their effluent to ensure that the regulation levels of phosphorus are not exceeded. It was assumed that fully untreated effluent from a fertilizer plant would be at 12.5 parts per million (ppm) of phosphorus and have a flowrate of 2 cubic meters per second (Lovelady et al., 2009). The phosphorus limits set along the watershed were the following: the flow into Lake Manzala must not exceed 1.3 ppm, the pollution at the beginning of Reach 2 (Figure 1) should not go above 2 ppm due to water being withdrawn for human consumption, and at no point in the river should the phosphorus level reach above 3 ppm (Lira-Barragán et al., 2011b).

Once this data was collected, two models based on Equations 1 and 2 were coded in MATLAB and were used to estimate the progression of phosphorus along the river. The first MATLAB code was used to determine the lump sum inputs required to replicate the phosphorus concentrations shown in Table 1, considering the values of $10, $17, $19.5 and $18 million USD for Locations 1 to 4 (Lira-Barragán et al., 2011a). Then, the second MATLAB code was formulated to allow for the addition of the new chemical plants to the watershed and to find, to the nearest percentage, the amount of the effluent that would need to be treated by each plant. This process was done sequentially so the code only needed to find the percent of treatment required for one plant at a time. The treatment cost used was $21 per kg of phosphorus removed (Lovelady et al., 2009), with an annual plant operation time of 8000 hours per year (Lira-Barragán, 2011b). Once the treatment costs were calculated, they were combined with the cost of the land to find the overall cost for placing the plant in that location. The basic land costs, annualized over the functional life span of the plant, are shown in the second column of Table 2.

### Table 1. Original data.

<table>
<thead>
<tr>
<th>Position along river (beginning of reach No.)</th>
<th>Volumetric Flowrate (m$^3$ s$^{-1}$)</th>
<th>Phosphorus Concentration (ppm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>20***</td>
<td>1.300***</td>
</tr>
<tr>
<td>2</td>
<td>14*</td>
<td>1.425**</td>
</tr>
<tr>
<td>3</td>
<td>21*</td>
<td>1.200**</td>
</tr>
<tr>
<td>4</td>
<td>32*</td>
<td>1.420***</td>
</tr>
<tr>
<td>5</td>
<td>68*</td>
<td>1.325**</td>
</tr>
<tr>
<td>6</td>
<td>65*</td>
<td>1.825**</td>
</tr>
<tr>
<td>7</td>
<td>67*</td>
<td>1.200**</td>
</tr>
</tbody>
</table>

Source: * (Stahl et al., 2009); ** (Lovelady et al., 2009); *** estimated to fit the model.

### Table 2. Land costs for the locations considered in the case study.

<table>
<thead>
<tr>
<th>Location</th>
<th>Annualized Land Cost ($ million USD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10*</td>
</tr>
<tr>
<td>2</td>
<td>17*</td>
</tr>
<tr>
<td>3</td>
<td>19.5**</td>
</tr>
<tr>
<td>4</td>
<td>18*</td>
</tr>
</tbody>
</table>

Source: * Lira-Barragán et al. (2011a); ** adapted from Lira-Barragán et al. (2011a) to provide a more interesting discussion on game theory.
As a final step, the costs generated for each of the four strategies were deducted from $100 million USD so as to produce payoffs where a higher value was preferable. Nash equilibria were identified by GAMBIT, a software developed by McKelvey et al. (2010) for finding Nash equilibria in extended or strategical games (Nash, 1951). It is important to note that for the volume of the reaches used, it was necessary to double the $ value stated in Section 3.2 to achieve a rate of degradation that replicates the findings from Lovelady et al. (2009).

3.4. Summary of games used

At this point multiple games were implemented in order to aid the decision-making process through the evaluation of different possible scenarios. In the first game, called “First come priority”, it was assumed that the first plants built in a specified location are given the benefit of not having to increase their treatment costs as other plants are built along the watershed. As a result, when a plant is built it is able to pollute as much as is allowed by environmental regulations and its treatment costs will not be affected by the addition of subsequent plants. In the second game, the “Increased land costs” game, the same situation as in Game 1 was assumed for the first plant; however, in this case plants were penalized for building in the same location by a rising land cost of 50% every time a plant is built in the same location. In the third game, “Matching treatment costs,” if a plant is built in the same location as another plant, the first plant is then required to increase its treatment costs such that both plants have the same treatment costs. The fourth game merges Games 2 and 3 to examine the combined impact of both treatment cost matching and increasing land cost when sharing the same location. In the fifth game, which is called “Proximity of subsequent plants increasing costs”, the proximity of subsequent plants caused a variable increase in the treatment costs of existing plants. The first plant would have to increase its treatment by 15% if a subsequent plant is placed in the same location, by 10% if the subsequent plant is placed in any upstream adjacent location, and by 5% if the new plant is placed further away. For the second plant, these values were 8%, 5% and 2% respectively. It was decided that the second plant would be penalized less as it was observed that the first plant had far lower treatment costs due to being built earlier when the watershed was less saturated with phosphorus. As for the individual location proximities with respect to one another, Location 2 is adjacent to all the other locations and no other locations are adjacent to each other. A caveat to this is that, if a plant was built in the same location as a previous plant, this could not cause the existing plant to have a higher treatment cost that the new plant. The final game investigated the combination of the proximity influence from Game 5 and the increasing land cost from Game 2. These games were considered to provide an interesting variety of conditions that could feasibly be implemented as policy in the watershed system. Whilst other multiple small permutations were considered, the games listed proved to be the most interesting.

4. RESULTS AND DISCUSSION

4.1. Game 1: First come priority

In this highly simplistic case, the Nash equilibrium solution for this game is L1, L1, L1 (L1, L1 and L1 are the location choices among the locations L1, L2, L3 or L4 for companies one, three and two respectively3), highlighted in Figure 2. It can easily be identified that the first company to place a plant (payoff values in the left marginal rows 1, 2, 3 and 4) has the best response, with a payoff of 84.0, by locating their factory in Location 1, as all the other strategies are strictly dominated by this strategy (84.0 versus 82.4, 80.5, and 77.3). A strategy

---

3 It is worth noting that GAMBIT standard output presents the payoff of player one in the first cell, the payoff of player three in the second cell and payoff of player two in the last cell.
is said to be strictly dominated when it leads to worse payoffs than any other strategy independent of all the other players’ chosen strategies. The second company (payoff values in the top columns 1, 2, 3 and 4) should also build in Location 1 as this provides the highest possible payoff for them, which is 76.4, given the first company’s likely action. Therefore, Location 1 is also the best response for player two as all other strategies are strictly dominated. Likewise, the third company (payoff values in lines 1, 2, 3 and 4 within each left marginal row) should also build in the same location as this also provides the highest payoff for them, which is 76.5. As a result, if the companies were to work together to obtain the highest combined payoff given by the Nash Equilibrium solution, i.e., the lowest total cost, they would all build at Location 1. This outcome of L1, L1, and L1 is also the Pareto optimal solution as while both the second and third plants could increase their payoffs, they could not do so without reducing the payoff of the first plant.

Figure 2. Screen of GAMBIT with the payoffs from Game 1 with Nash equilibrium in gray.

At this point, it should be mentioned that all the games in the study resulted in Pareto optimal solutions. This fact does not provide any insight, but merely states that companies will always achieve their maximum payoff.

4.2. Game 2: Increased land costs

As the payoffs for the first plant are unchanged, it is expected that the best response for this company will still be to build at Location 1. Also, for the third plant, it is still the best response to build at the same location because, although the cost increases, it does not increase enough to make another location more profitable. However, due to the increasing cost, it should now be more profitable for the second company to install its plant at Location 2, as the sharp rise in land cost has now made the cost of building in the same location as the other two plants too expensive. As such, the Nash Equilibrium of the game is the situation of plants being built at L1, L1, L2 (first, third and second company). Again the non-cooperative solution is a Pareto optimal solution as both companies 2 and 3 could achieve a higher payoff, but only at an increased cost for the first company.

4.3. Game 3: Matching treatment cost

In this case, the non-cooperative solution to the game is for the first company to build in Location 2 while the second and third plants will be built in Location 1, i.e., L2, L1, L1. This is interesting as, while the majority of the payoffs for the first company building in Location 1 are higher than those for Location 2, if the first company were to build its plant in Location 1 the best responses from the other two companies would be to also build in Location 1, driving up the costs and thus lowering the payoff for the first company. Therefore, the Nash

equilibrium is also Pareto optimal, since both companies two and three could achieve a higher payoff, but only at the cost of company one. Figure 3 presents the Nash equilibrium to the game.

Figure 3. Screen of GAMBIT with the payoffs from Game 3 with Nash equilibrium in gray.

In fact, recalling that GAMBIT presents the payoff of the first company in the first cell, the payoff of the third company in the second cell and payoff of the second company in the last cell, it can be deduced from Figure 3 that there is no possibility of increasing the payoff for companies two (columns 1, 2, 3 or 4 crossing the marginal row 2) and three (row 1, 2, 3 or 4 inside the marginal row 2) when company one chooses Location 2 (the marginal row 2).

4.4. Game 4: Combination of Games 2 and 3

Similar to Game 3, the Nash equilibrium of this game is L2, L1, and L1.

4.5. Game 5: Proximity of subsequent plants increasing costs

The outcome of this game is similar to the previous two in that the first company is deterred from building in Location 1 because the best responses of the other two companies would lead to a lower payoff for the first company. However, the payoffs for situations L1, L1 and L2, L1, L1 are exactly the same for the first plant to be built. As all the other payoffs for the first plant being built in Location 1 are higher than for Location 2, it would be advisable for the first plant to build in Location 1 in case one of the other companies do not act rationally or lacks information and therefore increase the first company’s payoff accidentally while reducing their own. As such, it turns out that the non-cooperative solution of this game is L1, L1, and L1.

4.6. Game 6: Combination of Games 2 and 5

Finally, this last game shares the same explanation as Game 5 for placing the first plant at Location 1. However, in a similar fashion to Game 2, the third plant to be installed would be best placed at Location 2 due to the second plant having, again, a best response in Location 1. This means that the non-cooperative solution is L1, L2, and L1.

4.7. Conclusions from the results

The results of the games show some clear situations in which rational decision making can lead to a better outcome for a company. For example, in Game 3 the temptation for the first company might be to implement the strategy that provides them with the largest possible payoff, in this case opting for Location 1. However, by carefully considering the likely behavior of the other companies, it becomes clear that the first company should opt for a different location to avoid a lower payoff due to other companies maximizing their payoffs. This illustrates the ability of game theory to ensure that companies do not get misled by
attractive possibilities in isolation whilst overlooking the influence other companies could have on the eventual payoff. Consequently, it is suggested that the adoption of a game theory approach can enhance the process of managing and planning watersheds, as suggested by Tecle (1992), Wang (2001) and Leoneti et al. (2010).

An interesting aspect of game theory that the games discussed above did not investigate was that of players not having complete or accurate information. This was touched upon in the results from Game 5, where it was mentioned that although the first company would most likely obtain the same payoff whether they built at Location 1 or 2, the rational choice would be to build in Location 1 in the event that the other players did not act as expected. It should be noted that in all the games if any company had incomplete/incorrect knowledge of all the payoffs then it could drastically alter their likely strategies. While the games investigated did not specifically account for imperfect knowledge amongst the players as such, it is an interesting coincidence that Games 5 and 6 presented situations where it could easily have a correspondent effect.

Finally, it is important to stress that likewise other studies in literature (Lou et al.; 2003; Chew et al., 2009; Aviso, 2014) it was found that industrial allocation can be better performed when considering other aspects of the problem beyond economic aspects and that this assessment could be performed with the aid of a game theoretical approach. In accordance with Madani (2009) and Leoneti et al. (2010), benefits include conflict resolution.

5. CONCLUSIONS

Two particular conclusions could be considered as the most important. First, game theory can be used to provide key insights for business decision-making processes, as it can identify possible pitfalls when seeking to maximize profitability. This is key, as it underscores the importance for companies to be aware of the implications of the strategies of possible competitors and to act accordingly. It should be noted that game theory can also be useful when the competitors’ strategies and associated payoffs are not fully known. Second, game theory can analyze a variety of situations simultaneously and in this way help inform decision making for both multiple companies as well as for single companies performing multiple actions. This is important, as it has been shown that game theory can be used to avoid a company from inadvertently increasing its own costs by not considering possible future actions. Game theory is by no means the only form of forward-planning decision making; however, the results have shown its potential when other competitors are involved.

This research also contributes to the discussion on the use of game theory in an engineering context. First, this study takes an existing published work, which adds a single chemical plant to a watershed, and extends it by increasing the number of plants and analyzing the results by applying game theory to the system. Second, by demonstrating a variety of games based on the case study, the paper contributes to the discussion on the use of game theory in engineering situations. By identifying multiple examples where game theory gives a useful addition to the decision-making process, this research strengthens the claim that game theory is a potent analytical tool in engineering decision scenarios. This research thus builds upon previous uses of game theory in engineering and offers points of departure for further discussion on the topic.

Perhaps the most significant limitation to the project was the influence of some parameter values, such as land prices on the payoffs and subsequently on the outcome of the games. Some of them are important, e.g. the land costs made up a sizeable amount of the overall costs for each plant and hence the land cost value assigned to each location would have a major influence in deciding whether it was generally a desirable location or not. While this problem was somewhat alleviated by adapting the values suggested by previous literature,
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the results of the game theory were still heavily influenced by the values chosen. However, this limitation is not sufficient to negate the overall demonstration of the usefulness of game theory as a decision-making tool for watershed management.
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