Consideration of the appropriate variation sources of the statistical model and their impacts on plant breeding
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ABSTRACT. The present work has aimed to assess the consideration of the appropriate variation sources of the statistical model and their impacts on the conclusions plant breeding. The Value for Cultivation and Use test was conducted to assess three common locations (Lages, Ponte Serrada, and Canoinhas) and four non-common locations (Chapecó, Guatambu, Urussanga, and Campos Novos). The grain yields of six bean genotypes were evaluated in order to represent the imbalance between the common and non-common locations. The statistical analysis considered two situations: i) union of the location factors and cultivation years, with a single variation source called environment and ii) decomposition of the mean square values of the two factors, location and year. According to the simplified analysis (environmental variation source), the F test for the genotype factor was highly significant (p = 0.0006). On the other hand, the hypothesis test for the genotype factor was not significant (p = 0.7370) when the decomposition of mean squares was used. The simplified analysis presents some erroneous points, such as the use of a mean residue to test the hypothesis of the genotype factor, since this factor is composed of several sources of variation, and there is no exact F test. However, approximate F tests can be obtained by constructing linear combinations of average squares. This fact notes the relevance of considering the appropriate sources of variation within the statistical model, with a direct impact on the conclusions and recommendations of cultivars with superior performance.
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Introduction

In Brazil, the cultivation of beans (Phaseolus vulgaris L.) is carried out by small, medium and large agricultural producers. This classification can be applied for area extension as well as the level of investment applied to the cultivation of this important agricultural product (IBGE, 2015). However, the national average grain yield is low (approximately 1,000 kg ha⁻¹) and varies greatly by region and agricultural year (CONAB, 2016). In the State of Santa Catarina, the performance of genotypes recommended for cultivation can vary by more than 100% (1,925 to 3,885 kg ha⁻¹).

A number of trials must be carried out in various cultivation locations and/or several agricultural years (Dias, Pitombeira, Teófilo, & Barbosa, 2009; Schmidt, Nascimento, Cruz, & Oliveira, 2011; Nassir & Ariyo, 2011; Silva et al., 2013; Boukid et al., 2017; Carvalho, Damasceno-Silva, Rocha, & Oliveira, 2017) in order to meet the demand for more productive and stable cultivars. This requirement is prescribed by the Ministry of Agriculture, Livestock and Supply (MAPA), the federal agency responsible for indicating the minimum requirements for registration at the National Cultivars Registry (RNC). The determination of the Value for Cultivation and Use (VCU) is one of the most important requirements for the protection and/or registration of new genetically superior constitutions. Briefly, in the case of bean cultivation, the minimum requirements for the determination of VCU establish that researchers must evaluate linages in at least three locations (of significance for the culture), in a minimum period of two agricultural years.

However, the data imbalance is a common feature in these tests, when a historical series of years is considered. Certain genotypes start to show relative importance compared to others. Under such a condition, they are not conducted in certain locations in the following year (Yan, 2015). Therefore, the
locations vary from year to year, and only a certain number of locations that are common to all years remain, generating unbalanced data (Ignaczak & Silva, 1978).

The factorial analysis for a set of trials is easy to apply and widely informative, with balanced data. However, it can lead researchers to great misunderstanding in the presence of imbalanced data (Wechsler, 1998). Under such a condition (imbalanced factorials), the orthogonality is destroyed, and the calculations of the sums of squares become much more complex (Wechsler, 1998). In addition, the phenotypic value may not be an accurate estimate of the true genetic value (Borges et al., 2009). Several strategies are widely used for the imbalanced data analysis, including the approach in which the factors location and year are put together and the synthesis over environments is more frequently used (Bertoldo et al., 2009; Gupta et al., 2013). However, summarizing over years or locations is not always appropriate when the standards of each year and each location are complex and variable. In addition, this approach disregards the interactions between location, genotype and year and requires a subjective synthesis of the results (Yan, 2015).

Alternatively, the variance of the factors with imbalanced treatments (non-common locations) can be decomposed into three components: i) variance between the common treatments, ii) variance between the non-common treatments, and iii) variance between common and non-common treatments (Ignaczak & Silva, 1978). The assessment of these components using the analysis of variance with imbalanced data can contribute to the true estimation of the genetic value and affect the decisions of a plant breeder. Therefore, the present work has aimed to verify the consideration of the appropriate variation sources within the statistical model in Value for Cultivation and Use test and the impacts on the conclusions related to plant breeding.

Material and methods

Value for Cultivation and Use (VCU) test

The analyses considered six common bean genotypes in all locations: BRS Campeiro, IPR Uirapuru, CHP 01-238, FTs 1, LP 09-40, and LP 09-181. The trials were conducted in seven locations in the State of Santa Catarina during two agricultural years (2012/13 and 2013/14). They came from an experimental network constituted by the Agricultural Research and Rural Extension Company of Santa Catarina (EPAGRI), through the Value for Cultivation and Use of Bean (VCU) test, together with the Universidade do Estado de Santa Catarina (UDESC):

i) 3 Locations common to (LC) years: Lages (LG), Ponte Serrada (PS), and Canoinhas (CA);
ii) 4 Locations Non-common to (LNC) years: Chapecó (CH), Guatambu (GT), Urussanga (UR), and Campos Novos (CN).

Thus, the genotypes were evaluated in 10 different environments: Canoinhas/2013, Canoinhas/2014, Lages/2013, Lages/2014, Ponte Serrada/2013, Ponte Serrada/2014, Chapecó/2013, Urussanga/2013, Campos Novos/2014, and Guatambu/2014.

Experimental Design

The Ministry of Agriculture, Livestock and Supply (MAPA) provides the minimum requirements for launching bean cultivars, including the arrangement of the experiment in a randomized block design with four replicates. The experimental unit was composed of four lines of four meters in length, with a spacing of 0.50 m between rows, and a density of 15 seeds per linear meter. The useful area consisted of the two central lines with a 0.50 m border. The trait grain yield was measured in kilograms per hectare (kg ha$^{-1}$) of each plot.

Data Statistical Analysis

The data were analyzed considering the following.

i) Union of the local factors and cultivation years, with a single variation source called environment:

$$Y_{ijk} = \mu + B_i + G_j + AM_k + G^*AM_{jk} + e_{ijk}$$

where: $Y_{ijk}$ is the average of the variable response of the genotype $j$, in block $i$, environment $k$; $\mu$ refers to a general mean effect; $B_i$ is the fixed effect of the block $i$; $G_j$ is the fixed effect of the genotype $j$; $AM_k$ is the fixed effect of the environment $k$; $G^*AM_{jk}$ is the interaction of the $jth$ level of the factor genotype and $kth$ level of the factor environment; and $e_{ijk}$ refers to the residue effect.
ii) Decomposition of the mean squares for the location and year factors:

\[ Y_{ijkl} = \mu + B_i + L_j + A_k + G_l + (LA)_{jk} + (AG)_{jl} + (AG)_{kl} + (LAG)_{ijkl} + e_{ijkl} \]

where: \( Y_{ijkl} \) is the average of the variable response of the genotype \( i \), in location \( j \) and in the year \( k \); \( \mu \) refers to a general mean effect; \( B_i \) is the fixed effect of the block \( i \); \( L_j \) is the fixed effect of the location \( j \); \( A_k \) is the fixed effect of the year \( k \); \( G_l \) is the fixed effect of the genotype \( l \); \( (LA)_{jk} \) is the fixed effect of the interaction between location \( j \) and year \( k \); \( (LG)_{jl} \) is the fixed effect of the interaction between the year \( k \) and genotype \( l \); \( (AG)_{jl} \) is the fixed effect of the interaction between location \( j \) and year \( k \) and genotype \( l \); \( e_{ijkl} \) refers to the residue effect.

In addition, due to data imbalance (non-common locations), a decomposition of imbalanced factors was adopted, as proposed by Ignaczak and Silva (1978), in which the variance of the factors with imbalanced treatments and their interactions with the other factors were decomposed into three components: i) variance between the common treatments; ii) variance between the non-common treatments; and iii) variance between common and non-common treatments.

The expectations of the mean squares were used to verify the mean square of the appropriate residue for the analysis of each factor and the respective approximate F test. Contrasts of interest between the locations were performed within the variance of Common Locations and Non-common Locations. All the analyses were performed using the SAS software (Statistical Analysis System) and the Proc glm command (Littell, Milliken, Stroup, Wolfinger, & Shabenberger, 2006).

Results and discussion

Union of the location and cultivation year factors, with a single variation source called environment

The genotypes candidates for the launching of cultivars are usually evaluated in different environments. In the present situation, or the introduced model, the genotypes were evaluated in 10 different environments. Under such conditions, the environmental factor was significant and showed a significant mean square (283875748), which is considered the greatest magnitude among all the main effects of the analysis of variance (Table 1). This result can be explained in three ways, which may or may not occur simultaneously: i) significant variance of the effect between the years, ii) significant variance of the effect between the locations, and iii) significant variance of the effect between years and locations.

<table>
<thead>
<tr>
<th>Cause of variation</th>
<th>Degrees of freedom</th>
<th>Average squared</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Block</td>
<td>5</td>
<td>342571</td>
<td>0.1555</td>
</tr>
<tr>
<td>Environment</td>
<td>9</td>
<td>283875748</td>
<td>0.0006</td>
</tr>
<tr>
<td>Genotype</td>
<td>5</td>
<td>881941</td>
<td>&lt; 0.0001</td>
</tr>
<tr>
<td>Genotype x environment</td>
<td>45</td>
<td>384798</td>
<td>0.0008</td>
</tr>
<tr>
<td>Experimental error</td>
<td>177</td>
<td>192894</td>
<td></td>
</tr>
</tbody>
</table>

\[ R^2 = 0.89 \quad CV = 16.44\% \quad \bar{Y} = 2,671 \text{ kg ha}^{-1} \]

Several studies have demonstrated that the environmental factor strongly affects grain yield (Bertoldo et al., 2009; Coimbra et al., 2009), which was corroborated in this study. The great challenge of plant breeding is elucidating the participation of this factor in the genotypic performance in order to adjust the genetic constitutions to the environment (Vencovsky, Ramalho, & Toledo, 2012). However, the alternation of genotypes and locations in breeding cycles is often observed, especially in annual and fast-cycle species, such as beans (Pereira et al., 2016). Therefore, locations can affect the performance of certain genetic constitutions, while years may also present superior effects. Under these conditions, breeders cannot attribute real causes to the greatest or lowest genotypic performance, which directly affects their decisions. Finally, will the genotypic performance be stable in the next year and/or in other regions (Gupta et al., 2013).

Table 1 demonstrates that the F test for the factor genotype was highly significant (\( p = 0.0006 \)). In other words, the six genotypes evaluated probably show a different agronomic performance when assessed or
tested in these environments. This is an important fact, considering the explicit need for variant genotypes that meet the specific and regional demands of a genetic breeding program (Bertoldo et al., 2009). The evaluated genotypes also respond immediately in different proportions to changes in the environments. This reveals different grain yield standards that may affect the changes in the classification of these genotypes, according to the location and agricultural year assessed (Table 1).

At first, the analysis of variance considering the union of the location and year factors is informative. However, detailed information can be obtained by decomposing the causes of variation for the imbalance when the experiments are joined with only part of the genotypes common to all the locations (Ignaczak & Silva, 1978). Therefore, the variance of the environment (9 degrees of freedom) can be decomposed: i) variance of the years (1 degree of freedom), ii) variance of the locations (6 degrees of freedom), and iii) variance of the interaction between years and common locations (2 degrees of freedom) (Table 2). This decomposition allowed for the understanding of the effect of the imbalanced factors on the analysis of variance and the ability to infer the relevant causes of variation.

### Decomposition of the mean squares for the location and year factors

The decomposition of the mean squares and their subsequent consideration in the mathematical model yielded different results, compared to the analysis of variance using the union of the location and year factors. It also offered additional information on the effects of the factors and their interactions on the behavior of genotypes, as well as their influence on plant breeding.

Undoubtedly, the great discrepancy between the two situations proposed in this paper refers to the effect of genotypes on grain yield. In the present model, the genotype effect (G) showed no significant difference with the decomposition of the mean squares (Table 2). It disagrees with what is observed in the analysis of variance, considering the union of the location and year factors.

 Likewise, the effect of the year on grain yield was not significant (Table 2). The genotypes showed a stable behavior over the years. Comparing to the first proposed analysis (union of the location and year factors), the researcher would be induced to believe that years and locations present simultaneous activity on grain yield.

<table>
<thead>
<tr>
<th>Causes of variation</th>
<th>Degrees of freedom</th>
<th>Average squared</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Block (B)</td>
<td>3</td>
<td>342571</td>
<td>-</td>
</tr>
<tr>
<td>Genotype (G)</td>
<td>5</td>
<td>881941</td>
<td>-</td>
</tr>
<tr>
<td>Years (A) LC</td>
<td>1</td>
<td>4763306</td>
<td>-</td>
</tr>
<tr>
<td>Locations (L)</td>
<td>(6)</td>
<td>4176269</td>
<td>-</td>
</tr>
<tr>
<td>Common (LC)</td>
<td>2</td>
<td>4704964</td>
<td>38%</td>
</tr>
<tr>
<td>Non-common (LNC)</td>
<td>3</td>
<td>19483210</td>
<td>23%</td>
</tr>
<tr>
<td>LC x LNC</td>
<td>1</td>
<td>98026914</td>
<td>59%</td>
</tr>
<tr>
<td>A x LC</td>
<td>2</td>
<td>74514</td>
<td>-</td>
</tr>
<tr>
<td>G x A p.LC</td>
<td>5</td>
<td>867749</td>
<td>-</td>
</tr>
<tr>
<td>G x L</td>
<td>(30)</td>
<td>358477</td>
<td>-</td>
</tr>
<tr>
<td>G x LC</td>
<td>10</td>
<td>361466</td>
<td>54%</td>
</tr>
<tr>
<td>G x LNC</td>
<td>15</td>
<td>408868</td>
<td>57%</td>
</tr>
<tr>
<td>G x (LC vs. LNC)</td>
<td>5</td>
<td>201330</td>
<td>9%</td>
</tr>
<tr>
<td>G x A x LC</td>
<td>10</td>
<td>222284</td>
<td>-</td>
</tr>
<tr>
<td><strong>Average experimental error</strong></td>
<td>177</td>
<td>192894</td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td>239</td>
<td></td>
</tr>
</tbody>
</table>

*Significant at 5% error probability by the F test.

Therefore, it is noted that factor decomposition provides very important additional information. The year is undoubtedly the most unpredictable factor in the experimental research (Lobell & Gourdjii, 2012; Assefa et al., 2015), and since grain yield is a strictly quantitative trait, the year effect may be a hindrance to the work of breeders. With such information, researchers may perform a more efficient selection, since the years of research were enough to discriminate the genotypes.

Contrarily, the effect of locations (6 degrees of freedom) was more significant in the analysis of variance (QM = 41762659) compared to the other main effects. The decomposition of this factor, with its respective degrees of freedom, into Common Locations (LC), Non-common Locations (LNC) and their interaction (LC x
LNC) also showed a significant effect. LC presents the greatest relative importance, accounting for 38% of the local variance, to the detriment of the LNCs, which contributed only 23% of the variance. In other words, the most significant effect of the location factor was closely related to the common locations (LG, PS, and CA) in the analysis of variance. The LC x LNC interaction, in turn, presented the greatest mean squared value of the analysis of variance (98026914) and a contribution of 39% in the variance, mainly due to the LCs (Table 2).

These results suggest that plant breeding must meet the specific needs of each agricultural region by considering the characteristics of each municipality and the intrinsic variations of each environment (Bertoldo et al., 2009). Other very useful information for plant breeding is to know in which locations breeders can conduct and evaluate their genetic constitutions in such a way to avoid strong phenotypic interference caused by the environmental effect (Coimbra et al., 2009). Therefore, it is evident that the common locations have greater power to discriminate genotypes, due to their greater relative importance in the total of the variance of locations, to the detriment of the non-common locations, which may mask the genetic effects and lead to inconsistent genotype classifications.

Regarding the effect of the interaction between the factors G x A_{P,LC}, a significant difference was also observed at a 5% probability of error. When the genotypes were evaluated in common locations over the years, they revealed a different behavior for grain yield. Again, this fact can be explained by the significant contribution of the LCs in the analysis of variance (Table 2). The effect of the genotype x environment interaction describes the different behavior of the genotypes in the occurrence of contrasting environments. Its effect can make the different genotypes assessed provide a huge diversity of standards and results (Piepho, Herndl, Pötsch, & Bahn, 2017). Contrarily, the interaction between the genotypes and locations (G x L) was not significant (Table 2). Only the main effect of location contributed significantly to grain yield, while the genotypes were not discriminated, either in common or non-common locations.

One of the main objectives of a breeding program is the recommendation of new genetic constitutions fit to the cultivation environments (Vencovsky et al., 2012). The analyses proposed in this work reveal that unbiased interpretations of the genotype effect can be caused by the variation between the common and non-common locations (imbalanced factor), whose decomposition was not considered in the first analysis and that changed the residue estimation. However, a question arises: which analysis proposes the true variation causes for the hypothesis tests of this trial? The comparative analysis of the results reveals that the analysis considering the union of the location and year factors presents some erroneous aspects.

The first incongruent aspect in the analysis of variance that considers the union of the location and year factors refers to the denominator for the preparation of the hypothesis test. The F test is calculated based on the mean square of the residue (192894) for all factors. However, the inspection of the mathematical expectations of the mean squares (E(MS)), related to the unit effects, allowed verifying the residue most appropriate to the hypothesis test, according to the inferences that the experiment aims to derive (Silva, 1999; Coimbra et al., 2006). The analysis of the math Fematical expectations of the mean squares (E(MS)) corresponds to what is expected to occur with the populational average of the response variable that is focused on. The genotype factor, for example, is composed of several variation sources, such as the following interactions: genotype x year x location, genotype x year and genotype x location. Therefore, it cannot be equated with the expectations of the mean squares of the residue. Similar to the genotype factor, the effects of years (A) and locations (L), as well as their decompositions (common and non-common), also lack a mathematical expectation that provides an exact F test.

In such cases, it is necessary to construct linear combinations of mean squares to obtain the respective hypothesis test. Therefore, the hypothesis test based on the use of the total residue – as in the analysis considering the union of the location and year factors – can provide biased estimates that do not agree with the true genetic value. In other words, in some situations, it is necessary to compose the expectations of the mean squares in order to obtain an exact F test.

Another erroneous aspect in the analysis that considers the union of the location and year factors refers to the categorization of the experimental factors. The statistical model must correctly present the trial structure (Silva, 1999). The biometric models proposed do not usually distinguish the effects of two categories of experimental factors: i) Treatment factors, whose levels are randomly attributed to elementary units, under the control of the researcher and ii) Intrinsic factors, whose levels are determined by the units themselves (Silva, 1999). The nature of the trials for cultivar recommendation (VCU-RNC) demands...
candidate genotypes to be evaluated in different locations and years. In the first analysis, these factors were considered solely as a variation source called environment. However, the environmental factor is considered an intrinsic factor, since it cannot be replicated in the experiment, and its levels are determined by the units themselves. For example, it is not possible to replicate the combination of the Canoinhas/2013 environment, since it includes permanent characteristics of the location Canoinhas and of the year 2013 concerning the general aspects of climate, soil type and rainfall distribution, which should ideally remain constant but vary unpredictably.

Other relevant information provided by the decomposition of the imbalanced factors refers to the comparison between the environments. The use of multiple comparison tests may not be adequate to investigate the superiority of one environment over others, in analyses using imbalanced data. Therefore, the variance of the LC x LNC interaction can be explored based on comparisons of interest and with the use of contrasts (Table 3).

### Table 3. Univariate contrasts for the trait grain yield (kg ha⁻¹), considering the effects of Common locations (LC) - Lages (LG), Ponte Serrada (PS), and Canoinhas (CA) and Non-common locations (LNC) - Chapecó (CH), Guatambu (GT), Urussanga (UR), and Campos Novos (CN). UDESC-IMEGEM, Lages, Santa Catarina, 2017.

<table>
<thead>
<tr>
<th>Contrast</th>
<th>Degrees of freedom</th>
<th>Average square</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Locations</td>
<td>6</td>
<td>41762859</td>
<td></td>
</tr>
<tr>
<td>Common (LC)</td>
<td>(2)</td>
<td>47049643</td>
<td></td>
</tr>
<tr>
<td>C: LG vs. PS + CA</td>
<td>1</td>
<td>77996928</td>
<td>83%</td>
</tr>
<tr>
<td>C: PS vs. CA</td>
<td>1</td>
<td>16102559</td>
<td>17%</td>
</tr>
<tr>
<td>Non-common (LNC)</td>
<td>(3)</td>
<td>19483210</td>
<td></td>
</tr>
<tr>
<td>C: CN vs. CH + GT + UR</td>
<td>1</td>
<td>4011764</td>
<td>7%</td>
</tr>
<tr>
<td>C: CH vs. GT + UR</td>
<td>1</td>
<td>50850619</td>
<td>53%</td>
</tr>
<tr>
<td>C: GT vs. UR</td>
<td>1</td>
<td>23587258</td>
<td>40%</td>
</tr>
</tbody>
</table>

*Significant at 5% error probability by the F test.

The flexibility of the contrast technique allows for comparing the effects of the desired variation on the genotypes, considering the non-common locations, in compliance with the criteria adopted by the commissions that manage the launch of cultivars. Therefore, inferences can be set based on a probability of error, rather than solely comparing a superior mean performance of 5% in relation to the controls (Silva, 2014).

According to the contrast analysis – in relation to the common locations – it can be observed that LG refers to the greatest variation for the period and genotypes considered, with 83% of the variation of the common locations, to the detriment of the comparison between PS and CA, only 17%. Regarding the non-common locations, CH shows greater variation compared to the other three non-common locations, namely, 55% of the variation. A similar example can be attributed to GT, which, compared to UR, revealed 40% of the total variation of the non-common locations. These locations may reveal a low ability to distinguish genotypes. Thus, researchers should be cautious when such locations are the determinants for the selection of certain genetic constitutions (Table 3).

In general, the analysis of trials for cultivar recommendation is often composed of a series of imbalanced data. In such a condition, since orthogonality is missed, the calculations of the sums of squares become much more complex (Wechsler, 1998), and the phenotypic value may not be a faithful estimate of the true genetic value. Researchers constantly perform a superficial statistical analysis and suppress the environments that are not replicated over the performance of the Value for Cultivation and Use test (Pereira et al., 2010). In other occasions, researchers multiply the number of locations and agricultural years, in a simple and incorrect way, considering a single source of variation called environment in their statistical model. Therefore, part of the information is lost, and the experiments are not analyzed as previously planned.

The decomposition of the mean squares can be an advantageous alternative for analyzing the complexity of imbalanced data, by maximizing all possible interest inferences in the network of trials. The analysis and interpretation of the results, respecting the due breaks of the degrees of freedom, shows that the treatment factor genotypes presented no significant differences by the F test when tested by the composition of the appropriate mean squares. This highlights the relevance of the consideration of the appropriate sources of variation in the mathematical model, which directly affects the conclusions and recommendations of cultivars with superior performances, actually proven by cultivar recommendation tests.
Conclusion

The consideration of the appropriate sources of variation in the statistical model in experiments of Value for Cultivation and Use test directly affects the conclusions related to plant breeding. The decomposition of the imbalanced factors is an advantageous alternative for the detailed understanding of the relevant causes of variation.
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