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Abstract - Minimization of Gibbs free energy using activity coefficient models and nonlinear equation solution techniques is commonly applied to phase stability problems. However, when conventional techniques, such as the Newton-Raphson method, are employed, serious convergence problems may arise. Due to the existence of multiple solutions, several problems can be found in modeling liquid-liquid equilibrium of multicomponent systems, which are highly dependent on the initial guess. In this work phase stability analysis of liquid-liquid equilibrium is investigated using the NRTL model. For this purpose, two distinct stochastic numerical algorithms are employed to minimize the tangent plane distance of Gibbs free energy: a subdivision algorithm that can find all roots of nonlinear equations for liquid-liquid stability analysis and the Simulated Annealing method. Results obtained in this work for the two stochastic algorithms are compared with those of the Interval Newton method from the literature. Several different binary and multicomponent systems from the literature were successfully investigated.
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INTRODUCTION

The phase split phenomenon in liquid mixtures is related to thermodynamic stability of the system and comprises important information for the projection, modeling and simulation of industrial processes that involve liquid phase separation. Phase stability analysis allows determination of the exact number of coexisting phases in stable equilibrium and also provides estimation of phase compositions, affording a suitable initialization for phase equilibrium calculations.

Phase stability analysis of multicomponent mixtures is usually investigated by the Gibbs tangent plane distance criterion (Baker et al., 1982; Michelsen, 1982). For a given temperature and pressure, the necessary and sufficient condition for a phase with composition \( z \) to be stable is that the Gibbs free energy surface of the mixture is not intercepted by the tangent hyper plane associated with this surface in \( x \). To fulfill this condition, the Gibbs tangent plane distance function, \( TPD(x) \), must be nonnegative for any acceptable \( x \). Therefore, it is possible to examine whether a phase is stable by
minimization of the TPD(\(x\)) function, subject to mass balance constraints. If the tangent plane distance function at the global minimum point has a value greater than or equal to zero, then the analyzed phase is thermodynamically stable because the TPD(\(x\)) function is also nonnegative for all \(x\) vectors contained in the permissible region. If the TPD(\(x\)) function is negative at its global minimum point, then the tangent plane lies above the Gibbs free energy surface, and hence the examined phase is unstable and will be subdivided into new phases.

For the computational evaluation of this test, two distinct approaches can be employed: (i) resolution of an algebraic nonlinear set of equations that represents the stationary points of the Gibbs tangent plane distance function and (ii) direct minimization of the TPD(\(x\)) function, taking into account the constraints imposed by the mass conservation principle. In both cases, the application of conventional mathematical models presents difficulties, such as dependence on an arbitrary initialization or the possibility that the solution converges to a trial root or to a local minimum. Since multiple roots may be found, especially when liquid phases are under inspection, the first strategy requires a mathematical method able to find all roots for the set of equations. The second approach, in contrast, requires a reliable global optimization method.

The majority of numerical methods applied to phase equilibrium calculations has local convergence characteristics resulting in only local solutions and are very sensitive to initial guesses. Some work is available in the current literature regarding application of deterministic techniques for global optimization, such as homotopy continuation, branch-and-bound and Interval Newton analysis (Sun and Seider, 1995; McDonald and Floudas, 1995; Souza et al., 2006; Lima et al., 2006). However, just a few studies make use of global stochastic techniques, like Simulated Annealing and Genetic Algorithm, for phase equilibrium and phase stability calculations (Zhu and Xu, 1999; Zhu et al., 2000; Rangaiah, 2001).

In this context, the aim of this work is to provide a systematic comparison between the two mentioned strategies for phase stability analysis: Simulated Annealing (Press et al., 1992), which is a global optimization procedure, and a subdivision method (Smiley and Chun, 2001; Corazza et al., 2007) – henceforth denominated SubDivNL – employed for solution of the stationary points on TPD of liquid mixtures modeled by the NRTL activity coefficient model (Renon and Prausnitz, 1968). Comparison of the approach used in this work with Interval Newton analysis is also provided.

### PHASE STABILITY ANALYSIS

The Gibbs free energy for liquid mixtures at low or moderate pressures can be modeled in terms of activity coefficients. Thus, the Gibbs tangent plane distance for a mixture with \(n\) number of components at specified temperature \(T\) and pressure \(P\) is given by (Baker et al., 1982):

\[
\text{TPD}(x) = \sum_{i=1}^{n} x_i \left[ \ln x_i \gamma_i(x) - \ln z_i \gamma_i(z) \right]
\]

where \(\gamma_i\) and \(\gamma_i^*\) are the activity coefficient of component \(i\) of tried and tested phases, respectively, and \(x = (x_1, ..., x_n)\) and \(z = (z_1, ..., z_n)\) represent the composition of tried and tested phases, respectively.

Since a phase is stable if \(\text{TPD}(x) \geq 0\), the function represented in Eq. (1) must be minimized with respect to all possible compositions, i.e.:

\[
\begin{align*}
\text{min} & \quad \text{TPD}(x) \\
\text{subject to:} & \quad 1 - \sum_{i=1}^{n} x_i = 0 \\
& \quad 0 \leq x_i \leq 1 \quad \text{and} \quad i = 1, ..., n.
\end{align*}
\]

As discussed previously, this optimization problem can be solved by direct minimization of the objective function (Eq. 1) or computation of the stationary points of the TPD(\(x\)) function, which are determined by the first-order derivatives with respect to the \((n-1)\) independent mole fractions. The stationary points of TPD(\(x\)) can be obtained by solving the following set of algebraic nonlinear equations, subject to the mass balance restriction:

\[
\begin{align*}
\left[ \ln \gamma_i(x) - \ln \gamma_i(z) \right] & = 0 \\
\left[ \ln \gamma_n(x) - \ln \gamma_n(z) \right] & = 0 \\
\text{with } i = 1, ..., n-1
\end{align*}
\]

When the activity coefficients are estimated using the NRTL model, this set of equations may have multiple roots in addition to the trivial solution \(x = z\).
Simulated Annealing

Simulated Annealing (SA) is a stochastic global optimization technique suitable for detecting a global minimum hidden among many local minima (Press et al., 1992). This method explores the analogy with the way that, when cooled slowly, a metal forms a crystalline structure with minimum energy. Metropolis et al. (1953) proposed that the thermal equilibrium of an annealing process could be simulated by the Boltzmann probability distribution.

The Simulated Annealing algorithm is based on the Monte Carlo method and makes use of an objective function $\varphi(x)$ to replace energy $E$. The vector $x$ is defined in the $n$-dimensional space of the optimization variables and represents a particular configuration of the system. A parameter $T_\lambda$, analogous to the annealing temperature, is employed for evaluation of the Boltzmann factor. In accordance with Faber et al. (2005), a new vector, $x^{k+1}$, is randomly generated from the earlier state $x^k$. If $\varphi(x^{k+1}) \leq \varphi(x^k)$, then the new vector is unconditionally accepted, i.e., $x^{k+1} = x^k = x^{\text{opt}}$; otherwise, the acceptance probability is determined by the Metropolis criterion.

The progressive decrease in annealing temperature reduces the probability that a more energetic state be selected. As suggested by Faber et al. (2005), the annealing schedule can be set by $T^{j+1}_\lambda = \alpha T^{j}_\lambda$ for $j = 1,...,\zeta$, in which $0 \leq \alpha \leq 1$. However, just as excessively fast cooling may produce a structure with a higher energetic content, an inappropriate change in the annealing temperature can result in convergence to a local minimum. Furthermore, it is also essential to start from a conveniently high temperature in order to allow a more detailed exploration of the solution space of the problem.

Over the past years the SA algorithm has been applied to several types of phase equilibrium calculation problems involving phase stability tests and flash equilibrium calculations by minimizing the Gibbs free energy (Zhu and Xu, 1999; Zhu et al., 2000; Rangaiah, 2003; Corazza et al., 2004; Souza et al., 2004; Bonilla-Petriciolet, 2006) and parameter estimation of thermodynamics models (Henderson et al. 2001; Moura et al., 2005; Carvalho Jr., 2006; Franceschi et al., 2006). Preliminary studies indicated that the best results obtained were quite satisfactory (Corazza et al., 1992), where the probability acceptance criterion used is $\Pr(\varphi(x^{k+1}) \geq \varphi(x^k)) \geq \alpha$, $\Pr$ is the Boltzmann probability distribution and $\alpha$ is a random number [0,1].

Subdivision Algorithm

According to Smiley and Chun (2001) the subdivision algorithm consists in a given set of algebraic nonlinear equations $F(x)$ and a primitive interval (hyper rectangle) $R \in \mathbb{R}^d$, where $d$ is the problem dimension, and the aim of a subdivision algorithm is to determine all values $x^* = \left\{ x \in \mathbb{R}^d | F(x) = 0 \right\}$ through systematic subdivisions and trials in $R$. The first partition of $R$ to congruent subrectangles is by division of all coordinates (variables) into two equal parts so as to obtain $2^d$ subrectangles $R_{ij}$ from one rectangle in the $\mathbb{R}^d$ space (the index $j$ identifies the subrectangles produced at a subdivision level $i$).

For each subdivision level, the subintervals obtained are tested for the existence of roots in order that only those containing one or more solutions are maintained. The selection criterion is based on calculation of the Euclidean norm of the set of equations:

$$\text{if } \left\| F(x_{ij}) \right\| \leq 2^{-i} + \tau_{ij}$$

where

$$\tau_{ij} = \frac{1}{2} \sum_{k=1}^{d} \left( \max_{y \in R_{ij}} \left\| \frac{\partial F(x)}{\partial y_k} \right\| \right) |b_k - a_k|$$

then the subrectangle $R_{ij}$ is retained or else, it is discarded ($y$ is the vector of the randomly sampled points), and $a_k$ and $b_k$ are the lower and upper bounds of unknowns.

After a finite number of subdivisions, a conventional method (e.g. the Newton-Raphson method) is employed to determine the roots, taking as initial values the middle points of the last subintervals. Since the solutions are confined to the retained subintervals, the convergence of the adopted method becomes more efficient and reliable (Smiley and Chun, 2001).

A recent study, a subdivision algorithm for phase equilibrium calculations of systems at high-pressures modeled with an equation of state was proposed. The results obtained were quite satisfactory (Corazza et
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### RESULTS AND DISCUSSION

To validate the algorithms used in this work (Simulated Annealing and SubDivNL subdivision method), some results presented in the literature for liquid-liquid stability calculations with the NRTL model were selected. The investigated systems include binary, ternary and multicomponent mixtures. All the calculations were performed in a PC Pentium 4 2.66GHz with 512MB RAM.

### Table 1: Results of phase stability analysis for the citric acid (1) + butan-2-ol (2) system at 25°C.

<table>
<thead>
<tr>
<th>Stationary points (x1, x2)</th>
<th>SubDivNL</th>
<th>Simulated Annealing</th>
<th>CPU (s)</th>
<th>Stationary points (x1, x2)</th>
<th>TPD (k)</th>
<th>CPU (s)</th>
<th>Stationary points (x1, x2)</th>
<th>TPD (k)</th>
<th>CPU (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0.05, 0.95) (0.70315×10⁻³, 0.9930) (0.5000, 0.9500) (0.7096, 0.2904)</td>
<td>-9.6957×10⁻³ 1.0000×10⁻⁸ -0.6614</td>
<td>0.09</td>
<td>(0.7096, 0.2904) -0.6614 0.53</td>
<td>(7.0315×10⁻³, 0.9930) (0.5000, 0.9500) (0.7096, 0.2904)</td>
<td>-9.6957×10⁻³ 0.0000 -0.6614</td>
<td>25</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(0.10, 0.90) (2.6555×10⁻³, 0.9973) (0.1000, 0.9000) (0.5705, 0.4295)</td>
<td>-5.9344×10⁻³ 1.0000×10⁻⁹ -0.2535</td>
<td>0.11</td>
<td>(0.5705, 0.4295) -0.2535 0.56</td>
<td>(2.6555×10⁻³, 0.9973) (0.1000, 0.9000) (0.5705, 0.4295)</td>
<td>-5.9344×10⁻³ 0.0000 -0.2535</td>
<td>23</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(0.15, 0.85) (1.5716×10⁻³, 0.9984) (0.1500, 0.8500) (0.4558, 0.5424)</td>
<td>-0.1147 1.0000×10⁻⁹ -7.3246×10⁻²</td>
<td>0.11</td>
<td>(1.5716×10⁻³, 0.9984) -0.1147 0.48</td>
<td>(1.5716×10⁻³, 0.9984) (0.1500, 0.8500) (0.4558, 0.5424)</td>
<td>-0.1147 0.0000 -7.3246×10⁻²</td>
<td>22</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(0.20, 0.80) (1.1991×10⁻³, 0.9988) (0.2000, 0.8000) (0.3695, 0.6305)</td>
<td>-0.1570 1.0000×10⁻⁹ -1.2904×10⁻²</td>
<td>0.10</td>
<td>(1.1991×10⁻³, 0.9988) -0.1570 0.56</td>
<td>(1.1991×10⁻³, 0.9988) (0.2000, 0.8000) (0.3695, 0.6305)</td>
<td>-0.1570 0.0000 -1.2904×10⁻²</td>
<td>22</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(0.25, 0.75) (1.0739×10⁻³, 0.9989) (0.2500, 0.7500) (0.3044, 0.6956)</td>
<td>-0.1795 1.0000×10⁻⁹ -4.3190×10⁻⁴</td>
<td>0.10</td>
<td>(1.0739×10⁻³, 0.9989) -0.1795 0.55</td>
<td>(1.0739×10⁻³, 0.9989) (0.2500, 0.7500) (0.3044, 0.6956)</td>
<td>-0.1795 0.0000 -4.3190×10⁻⁴</td>
<td>23</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(0.30, 0.70) (1.0701×10⁻³, 0.9989) (0.2539, 0.7461) (0.3000, 0.7000)</td>
<td>-0.1800 2.6410×10⁻⁴ 1.0000×10⁻⁹</td>
<td>0.08</td>
<td>(1.0701×10⁻³, 0.9989) -0.1800 0.58</td>
<td>(1.0701×10⁻³, 0.9989) (0.2539, 0.7461) (0.3000, 0.7000)</td>
<td>-0.1800 2.6409×10⁻⁴ 0.0000</td>
<td>24</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(0.40, 0.60) (1.3013×10⁻³, 0.9987) (0.1806, 0.8194) (0.4000, 0.6000)</td>
<td>-0.1151 2.7671×10⁻² 1.0000×10⁻⁴</td>
<td>0.09</td>
<td>(1.3013×10⁻³, 0.9987) -0.1151 0.55</td>
<td>(1.3013×10⁻³, 0.9987) (0.1806, 0.8194) (0.4000, 0.6000)</td>
<td>-0.1151 2.7671×10⁻² 0.0000</td>
<td>22</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(0.50, 0.50) (1.8835×10⁻³, 0.9981) (0.1291, 0.8709) (0.5000, 0.5000)</td>
<td>0.1282 3.5767×10⁻² 1.0000×10⁻⁸</td>
<td>0.11</td>
<td>(0.5003, 0.4997) 1.6625×10⁻7 0.59</td>
<td>(1.8835×10⁻³, 0.9981) (0.1291, 0.8709) (0.5000, 0.5000)</td>
<td>3.5767×10⁻² 0.1282 0.0000</td>
<td>24</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(0.75, 0.25) (1.1696×10⁻¹, 0.9833) (3.3421×10⁻², 0.9666) (0.7500, 0.2500)</td>
<td>0.8308 0.8233 1.0000×10⁻⁸</td>
<td>0.11</td>
<td>(0.7500, 0.2500) -8.5248×10⁻¹ 1.38</td>
<td>(1.1696×10⁻¹, 0.9833) (3.3421×10⁻², 0.9666) (0.7500, 0.2500)</td>
<td>0.8308 0.8233 0.0000</td>
<td>26</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Results obtained from Gecegormez and Demirel (2005)*

### Case 1: citric acid (1) + butan-2-ol (2) system

In Table 1 the results of phase stability tests for the citric acid (1) + butan-2-ol (2) binary system at 25°C and different overall compositions are presented. The binary parameters of the NRTL model were taken from Gecegormez and Demirel (2005), which were presented by Linton et al. (2001). One can see in Table 1 that, for this system, solutions obtained in this work are in perfect agreement with the roots found by Gecegormez and Demirel (2005), which used an interval analysis algorithm. It can also be observed that the SubDivNL algorithm had lower computational effort in terms of CPU time that the SA algorithm (our results) and was shown to be much less time-consuming than the Interval Newton (IN/GB) algorithm reported on Gecegormez and Demirel (2005).
Case 2: n-pentanol (1) + 2,2-dimethylbutane (2) system

Results of phase stability analysis obtained in this work for the n-pentanol (1) + 2,2-dimethylbutane (2) system at 25 °C and several global compositions are presented in Table 2. Results from the SA and SubDivNL algorithms are compared with solutions reported by Gecegormez and Demirel (2005). The NRTL parameters, which refer to a VLE set of parameters previously reported in the literature, were taken from Demirel and Gecegormez (1991).

It can be observed in Table 2 that for the two overall compositions, \( z = (0.05, 0.95) \) and \( z = (0.20, 0.80) \), results obtained in this work are different from those presented by Gecegormez and Demirel (2005). The TPD curves for mixtures containing respectively 0.05 and 0.20 in mole fraction of n-pentanol are represented in Figures 1 and 2. As clearly shown in these figures, the nontrivial solutions reported by Gecegormez and Demirel (2005) are not true solutions for the phase stability test, so the system has only one phase in both cases.

Moreover, the solutions presented in the literature are not stationary points on the TPD surface. In fact, the Euclidean norms of the set of equations calculated for such roots are far from zero: for \( z = (0.05, 0.95) \) and \( x = (0.1294, 0.8706) \), the value found is \( \| \nabla \text{TPD} \|_{x_j} = 0.0229 \), and for \( z = (0.20, 0.80) \) and \( x = (6.5086 \times 10^{-2}, 0.9349) \), the result is 0.0292.

For all overall compositions tested for this system, our calculations only indicated the existence of a one-phase, homogeneous system, which just corroborates phase equilibrium data reported by Sayegh and Ratcliff (1976).

Nevertheless, one should call attention to the fact that the use of a set of parameters coming from VLE to LLE calculations is not recommended (Poling et al., 2000). In this work, however, a parameter set from VLE (Demirel and Gecegormez, 1991) for LLE computations is applied just to enable numerical comparison with the results of Gecegormez and Demirel (2005).

Table 2: Results of phase stability analysis for the n-pentanol (1) + 2,2-dimethylbutane (2) system at 25°C.

<table>
<thead>
<tr>
<th>((x_1, x_2))</th>
<th>SubDivNL</th>
<th>Simulated Annealing</th>
<th>Interval Newton</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Stationary points ( (x_{1h}, x_{2h}) )</td>
<td>TPD ( (x) )</td>
<td>CPU ( (s) )</td>
</tr>
<tr>
<td>((0.05, 0.95))</td>
<td>(0.0500, 0.9500)</td>
<td>(-3.8511 \times 10^{-12})</td>
<td>1.42</td>
</tr>
<tr>
<td>((0.10, 0.90))</td>
<td>(6.9188 \times 10^{-3}, 0.9380)</td>
<td>-4.7460 \times 10^{-3}</td>
<td>1.0000 \times 10^{-8}</td>
</tr>
<tr>
<td>((0.15, 0.85))</td>
<td>(6.9188 \times 10^{-2}, 0.9380)</td>
<td>-9.8214 \times 10^{-3}</td>
<td>0.0000</td>
</tr>
<tr>
<td>((0.20, 0.80))</td>
<td>(0.2000, 0.8000)</td>
<td>1.0000 \times 10^{-8}</td>
<td>0.08</td>
</tr>
</tbody>
</table>

*Results obtained from Gecegormez and Demirel (2005)

Figure 1: TPD curve for the n-pentanol (1) + 2,2-dimethylbutane (2) system at 25 °C and \( x_1 \) = 0.05.
Case 3: water (1) + butyl glycol (2) system

The NRTL parameters for this system, which are presented in the literature (Demirel and Gecegormez, 1991) and refer to a set of parameters from VLE, were taken from Gecegormez and Demirel (2005). Solutions of the phase stability test in relation to LLE for the water (1) + butyl glycol (2) system at 5°C and several global compositions are presented in Table 3. As depicted in Figures 3 and 4 the nontrivial roots reported by Gecegormez and Demirel (2005) for the water overall molar fractions of 0.05 and 0.10, respectively, are not true roots. According to the results from the SA and SubDivNL algorithms presented in this work, this system has only one stable phase at these compositions.

Table 3: Results of phase stability analysis for the water (1) + butyl glycol (2) system at 5°C.

<table>
<thead>
<tr>
<th>(x1, x2)</th>
<th>Stationary points (x1, x2)</th>
<th>TPD CPU (s)</th>
<th>Global minimum (x1, x2)</th>
<th>TPD CPU (s)</th>
<th>Stationary points (x1, x2)</th>
<th>TPD CPU (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0.05, 0.95)</td>
<td>(0.0500, 0.9500)</td>
<td>1.0000 × 10⁻⁴</td>
<td>0.09</td>
<td>(0.0500, 0.9500)</td>
<td>-4.6230 × 10⁻¹</td>
<td>4.04</td>
</tr>
<tr>
<td>(0.10, 0.90)</td>
<td>(0.1000, 0.9000)</td>
<td>1.0000 × 10⁻³</td>
<td>0.03</td>
<td>(0.1000, 0.9000)</td>
<td>-1.5342 × 10⁻²</td>
<td>4.05</td>
</tr>
<tr>
<td>(0.15, 0.85)</td>
<td>(0.1500, 0.8500)</td>
<td>1.0000 × 10⁻⁸</td>
<td>0.07</td>
<td>(0.1500, 0.8500)</td>
<td>-7.6767 × 10⁻³</td>
<td>1.91</td>
</tr>
<tr>
<td>(0.20, 0.80)</td>
<td>(0.2000, 0.8000)</td>
<td>1.0000 × 10⁻⁴</td>
<td>0.05</td>
<td>(0.2000, 0.8000)</td>
<td>-7.0380 × 10⁻²</td>
<td>1.70</td>
</tr>
<tr>
<td>(0.25, 0.75)</td>
<td>(0.2500, 0.7500)</td>
<td>1.0000 × 10⁻³</td>
<td>0.08</td>
<td>(0.2500, 0.7500)</td>
<td>0.0000</td>
<td></td>
</tr>
<tr>
<td>(0.30, 0.70)</td>
<td>(0.3500, 0.7357)</td>
<td>1.0000 × 10⁻²</td>
<td>0.09</td>
<td>(0.3500, 0.7357)</td>
<td>0.0000</td>
<td></td>
</tr>
<tr>
<td>(0.40, 0.60)</td>
<td>(0.4500, 0.6000)</td>
<td>1.0000 × 10⁻⁵</td>
<td>0.10</td>
<td>(0.4500, 0.6000)</td>
<td>0.0000</td>
<td></td>
</tr>
<tr>
<td>(0.50, 0.50)</td>
<td>(0.5500, 0.5000)</td>
<td>1.0000 × 10⁻⁷</td>
<td>0.11</td>
<td>(0.5500, 0.5000)</td>
<td>0.0000</td>
<td></td>
</tr>
<tr>
<td>(0.60, 0.40)</td>
<td>(0.6500, 0.4000)</td>
<td>1.0000 × 10⁻¹</td>
<td>0.12</td>
<td>(0.6500, 0.4000)</td>
<td>0.0000</td>
<td></td>
</tr>
<tr>
<td>(0.75, 0.25)</td>
<td>(0.7500, 0.2500)</td>
<td>1.0000 × 10⁻⁶</td>
<td>0.13</td>
<td>(0.7500, 0.2500)</td>
<td>0.0000</td>
<td></td>
</tr>
</tbody>
</table>

*Results obtained from Gecegormez and Demirel (2005)
Case 4: water (1) + citric acid (2)+ 2-butanol (3) system

The LLE binary parameters of the NRTL model for this system were used as presented by Gecegormez and Demirel (2005), originally reported by Lintomen et al. (2001). Table 4 contains the results of phase stability analysis for this ternary system at 25°C and different overall compositions. Solutions found in this work are compared with the roots presented by Gecegormez and Demirel (2005).

As shown in Table 4, some divergences between our results and those presented in the literature can be verified. For the global composition of $\mathbf{z} = (0.10, 0.05, 0.85)$, the composition with the lowest TPD value found in this work was $\mathbf{x} = (8.4640 \times 10^{-2}, 0.4743, 0.4411)$ with TPD = -0.1609, while this root is not reported in the literature. Also, for the global composition $\mathbf{z} = (0.05, 0.10, 0.85)$ the SubDivNL and SA algorithms found an unstable composition, not reported in the literature. It can also be verified from Table 4 that for the last third overall composition, a second root, found in the literature, was not found by the SA and SubDivNL algorithms.

Another discrepancy was verified for the two overall compositions: a) $\mathbf{z} = (0.25, 0.05, 0.70)$ and b) $\mathbf{z} = (0.30, 0.05, 0.65)$ that correspond to mass fractions of a) $\mathbf{z} = (0.0682, 0.1456, 0.7862)$ and b) $\mathbf{z} = (0.0855, 0.1520, 0.7625)$, respectively. While unstable roots from the phase stability test are presented in the literature, indicating the formation of two liquid phases, application of the SA and SubDivNL algorithms did not result in the occurrence of separate liquid phases (see Table 4). In order to elucidate these results, the ternary experimental diagram for this system is presented in Figure 5. The experimental data were obtained from the literature (Lintomen et al., 2001), and as one can see, the two feed points (a) and (b) lie in a homogeneous region, which is in complete agreement with the results found in this work.
Table 4: Results of phase stability analysis for the water (1) + citric acid (2) + 2-butanol (3) system at 45°C.

<table>
<thead>
<tr>
<th>(z1, z2, z3)</th>
<th>Stationary points (x1, x2, x3)</th>
<th>TPD (s)</th>
<th>CPU (s)</th>
<th>Global minimum (x1, x2, x3)</th>
<th>TPD (s)</th>
<th>CPU (s)</th>
<th>Stationary points (x1, x2, x3)</th>
<th>TPD (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0.10, 0.05, 0.85)</td>
<td>(0.9754×10⁻², 1.0768×10⁻², 0.9195)</td>
<td>4.4700×10⁻¹⁸</td>
<td>0.9195</td>
<td>(8.4640×10⁻², 0.4743, 0.4411)</td>
<td>0.1609</td>
<td>1.0000×10⁻⁴</td>
<td>(6.9754×10⁻¹, 1.0768×10⁻¹, 0.9195)</td>
<td>4.7000×10⁻¹⁸</td>
</tr>
<tr>
<td>(0.20, 0.05, 0.75)</td>
<td>(0.1752, 2.7558×10⁻², 0.7972)</td>
<td>2.3698×10⁻⁸</td>
<td>1.0000×10⁻⁴</td>
<td>(0.2530, 0.1748, 0.5722)</td>
<td>5.9447×10⁻³</td>
<td>1.0000×10⁻⁴</td>
<td>(0.1752, 2.7558×10⁻², 0.7972)</td>
<td>2.3698×10⁻⁸</td>
</tr>
<tr>
<td>(0.25, 0.05, 0.70)</td>
<td>(0.2500, 0.0500, 0.7000)</td>
<td>1.0000×10⁻⁸</td>
<td>1.0000×10⁻⁴</td>
<td>(0.2500, 0.0500, 0.7000)</td>
<td>0.0000</td>
<td>2.59</td>
<td>(0.2500, 0.0500, 0.7000)</td>
<td>1.0000×10⁻⁸</td>
</tr>
<tr>
<td>(0.30, 0.05, 0.65)</td>
<td>(0.3000, 0.0500, 0.6500)</td>
<td>1.0000×10⁻⁸</td>
<td>1.11</td>
<td>(0.3000, 0.0500, 0.6500)</td>
<td>0.0000</td>
<td>2.61</td>
<td>(0.3000, 0.0500, 0.6500)</td>
<td>1.0000×10⁻⁸</td>
</tr>
<tr>
<td>(0.05, 0.10, 0.85)</td>
<td>(2.1910×10⁻³, 3.3676×10⁻³, 0.9747)</td>
<td>4.7349×10⁻²</td>
<td>1.27</td>
<td>(2.9763×10⁻³, 0.4964, 0.4738)</td>
<td>0.1409</td>
<td>1.66</td>
<td>(2.1910×10⁻³, 3.3676×10⁻³, 0.9747)</td>
<td>4.7349×10⁻²</td>
</tr>
<tr>
<td>(0.15, 0.10, 0.75)</td>
<td>(8.3523×10⁻⁴, 7.0099×10⁻⁴, 0.9094)</td>
<td>2.1738×10⁻²</td>
<td>0.9195</td>
<td>(8.3523×10⁻⁴, 7.0099×10⁻⁴, 0.9094)</td>
<td>2.1738×10⁻²</td>
<td>1.80</td>
<td>(8.3523×10⁻⁴, 7.0099×10⁻⁴, 0.9094)</td>
<td>2.1738×10⁻²</td>
</tr>
<tr>
<td>(0.20, 0.10, 0.70)</td>
<td>(0.1257, 1.1877×10⁻³, 0.8624)</td>
<td>1.0000×10⁻⁸</td>
<td>0.98</td>
<td>(0.1257, 1.1877×10⁻³, 0.8624)</td>
<td>1.0000×10⁻⁸</td>
<td>1.80</td>
<td>(0.1257, 1.1877×10⁻³, 0.8624)</td>
<td>1.0000×10⁻⁸</td>
</tr>
<tr>
<td>(0.05, 0.15, 0.80)</td>
<td>(1.8972×10⁻², 2.1628×10⁻², 0.9789)</td>
<td>9.0052×10⁻²</td>
<td>1.27</td>
<td>(1.8972×10⁻², 2.1628×10⁻², 0.9789)</td>
<td>9.0052×10⁻²</td>
<td>1.67</td>
<td>(1.8972×10⁻², 2.1628×10⁻², 0.9789)</td>
<td>9.0052×10⁻²</td>
</tr>
<tr>
<td>(0.10, 0.15, 0.75)</td>
<td>(4.3189×10⁻³, 3.2072×10⁻³, 0.9536)</td>
<td>6.5345×10⁻²</td>
<td>0.84</td>
<td>(4.3189×10⁻³, 3.2072×10⁻³, 0.9536)</td>
<td>6.5345×10⁻²</td>
<td>1.73</td>
<td>(4.3189×10⁻³, 3.2072×10⁻³, 0.9536)</td>
<td>6.5345×10⁻²</td>
</tr>
<tr>
<td>(0.15, 0.15, 0.70)</td>
<td>(7.3257×10⁻³, 5.1272×10⁻³, 0.9216)</td>
<td>4.1534×10⁻²</td>
<td>0.1492</td>
<td>(7.3257×10⁻³, 5.1272×10⁻³, 0.9216)</td>
<td>4.1534×10⁻²</td>
<td>1.72</td>
<td>(7.3257×10⁻³, 5.1272×10⁻³, 0.9216)</td>
<td>4.1534×10⁻²</td>
</tr>
<tr>
<td>(0.05, 0.20, 0.75)</td>
<td>(1.8393×10⁻², 1.7717×10⁻², 0.9798)</td>
<td>0.0000</td>
<td>1.06</td>
<td>(1.8393×10⁻², 1.7717×10⁻², 0.9798)</td>
<td>0.0000</td>
<td>1.64</td>
<td>(1.8393×10⁻², 1.7717×10⁻², 0.9798)</td>
<td>0.0000</td>
</tr>
<tr>
<td>(0.20, 0.20, 0.60)</td>
<td>(4.1828×10⁻², 2.8004×10⁻², 0.9554)</td>
<td>0.0000</td>
<td>0.80</td>
<td>(4.1828×10⁻², 2.8004×10⁻², 0.9554)</td>
<td>0.0000</td>
<td>1.64</td>
<td>(4.1828×10⁻², 2.8004×10⁻², 0.9554)</td>
<td>0.0000</td>
</tr>
<tr>
<td>(0.05, 0.30, 0.60)</td>
<td>(2.1910×10⁻², 3.3676×10⁻³, 0.9495)</td>
<td>0.0000</td>
<td>0.89</td>
<td>(2.1910×10⁻², 3.3676×10⁻³, 0.9495)</td>
<td>0.0000</td>
<td>1.66</td>
<td>(2.1910×10⁻², 3.3676×10⁻³, 0.9495)</td>
<td>0.0000</td>
</tr>
<tr>
<td>(0.10, 0.50, 0.40)</td>
<td>(0.1000, 0.5000, 0.4000)</td>
<td>0.0000</td>
<td>1.00</td>
<td>(0.1000, 0.5000, 0.4000)</td>
<td>0.0000</td>
<td>2.59</td>
<td>(0.1000, 0.5000, 0.4000)</td>
<td>0.0000</td>
</tr>
<tr>
<td>(0.10, 0.55, 0.35)</td>
<td>(0.1000, 0.5500, 0.3500)</td>
<td>0.0000</td>
<td>0.97</td>
<td>(0.1000, 0.5500, 0.3500)</td>
<td>0.0000</td>
<td>2.59</td>
<td>(0.1000, 0.5500, 0.3500)</td>
<td>0.0000</td>
</tr>
<tr>
<td>(0.05, 0.60, 0.35)</td>
<td>(0.0500, 0.6000, 0.3500)</td>
<td>0.0000</td>
<td>0.67</td>
<td>(0.0500, 0.6000, 0.3500)</td>
<td>0.0000</td>
<td>2.61</td>
<td>(0.0500, 0.6000, 0.3500)</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

*Results obtained from Gecegormez and Demirel (2005)*
Figure 5: Experimental diagram of the water (1) + citric acid (2) + 2-butanol (3) ternary system at 25 °C.

Case 5: acetonitrile (1) + benzene (2) + n-heptane (3) system

Table 5 contains the results of phase stability analysis for this ternary system at 45ºC and different overall compositions. Solutions found in this work are compared with the roots presented by Gecegormez and Demirel (2005). As shown in this table, application of the subdivision algorithm indicated the existence of a third root for all compositions analyzed. This additional root however is not presented in the work of Gecegormez and Demirel (2005). For this problem, the Simulated Annealing algorithm had a better performance in terms of CPU time than the subdivision method.

Case 6: n-propanol (1) + n-butanol (2) + benzene (3) + water (4) system

Solutions of the phase stability test for this system are presented in Table 6. The binary interaction parameters for the NRTL model were taken from Tessier et al. (2000). Aiming at reducing the computational effort, the maximum number of subdivisions was set to four. It can be verified that both algorithms employed in this work were able to find the same solutions as those presented in the literature (Tessier et al., 2000). The CPU time values listed in this table confirm the advantageous performance of the Simulated Annealing algorithm for systems with larger number of components.

Case 7: n-propanol (1) + n-butanol (2) + benzene (3) + ethanol (4) + water (5) system

Table 7 depicts the results of the thermodynamic stability test for this multicomponent system. For this system the NRTL parameters were also taken from Tessier et al. (2000), whose results are compared in this work. The maximum number of subdivisions was again set to four. Although the Simulated Annealing algorithm had a better performance in terms of CPU time than the SubDivNL, solutions obtained with both mathematical methods employed in this work are in agreement with those reported by Tessier et al. (2000), who used the Interval Newton method.

Table 5: Results of phase stability analysis for the acetonitrile (1) + benzene (2) + n-heptane (3) system at 45ºC.

<table>
<thead>
<tr>
<th>(x1, x2, x3)</th>
<th>SubDivNL</th>
<th>Simulated Annealing</th>
<th>Interval Newton</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Stationary points (x1, x2, x3)</td>
<td>TPD (s)</td>
<td>CPU (s)</td>
</tr>
<tr>
<td>(0.40, 0.05, 0.55)</td>
<td>(0.2215, 4.8013×10⁻², 0.7304) (0.4000, 0.0500, 0.5500) (0.9114, 2.3584×10⁻², 6.4978×10⁻³)</td>
<td>-5.1389×10⁻³ 1.0000×10⁻⁹ -0.1085</td>
<td>1.80</td>
</tr>
<tr>
<td>(0.45, 0.05, 0.50)</td>
<td>(0.1919, 4.7275×10⁻², 0.7608) (0.4500, 0.0500, 0.5000) (0.9049, 2.4775×10⁻², 7.0367×10⁻³)</td>
<td>-1.5255×10⁻² 1.0000×10⁻⁹ -8.6610×10⁻²</td>
<td>1.92</td>
</tr>
<tr>
<td>(0.60, 0.05, 0.35)</td>
<td>(0.1320, 4.6723×10⁻², 0.8213) (0.6000, 0.0500, 0.3500) (0.8658, 3.1860×10⁻², 0.1024)</td>
<td>-8.0816×10⁻² 1.0000×10⁻⁸ -2.2490×10⁻²</td>
<td>1.81</td>
</tr>
</tbody>
</table>
Continuation Table 5

<table>
<thead>
<tr>
<th>((x_1, x_2, x_3, x_4, x_5))</th>
<th>TPD (s)</th>
<th>SubDivNL</th>
<th>Simulated Annealing</th>
<th>Interval Newton</th>
</tr>
</thead>
<tbody>
<tr>
<td>((0.148, 0.052, 0.600, 0.200))</td>
<td>(1.81×10⁻⁸, 6.20×10⁻⁸, 4.48×10⁻⁸, 0.977)</td>
<td>(4.61×10⁻², 1.89×10⁻², 0.916, 1.87×10⁻²)</td>
<td>(0.148, 0.052, 0.600, 0.200)</td>
<td>(1.81×10⁻⁸, 6.20×10⁻⁸, 4.48×10⁻⁸, 0.977)</td>
</tr>
<tr>
<td>((0.148, 0.052, 0.700, 0.100))</td>
<td>(2.41×10⁻¹, 7.86×10⁻¹, 4.74×10⁻¹, 0.970)</td>
<td>(8.20×10⁻³, 3.07×10⁻², 0.854, 3.29×10⁻³)</td>
<td>(1.000×10⁻¹)</td>
<td>(2.41×10⁻¹, 7.86×10⁻¹, 4.74×10⁻¹, 0.970)</td>
</tr>
<tr>
<td>((0.25, 0.15, 0.35, 0.25))</td>
<td>(3.32×10⁻¹, 2.69×10⁻¹, 6.71×10⁻¹, 0.957)</td>
<td>(0.206, 0.947×10⁻¹, 0.140, 0.250)</td>
<td>(1.000×10⁻²)</td>
<td>(3.32×10⁻¹, 2.69×10⁻¹, 6.71×10⁻¹, 0.957)</td>
</tr>
<tr>
<td>((0.25, 0.15, 0.40, 0.20))</td>
<td>(3.67×10⁻¹, 2.98×10⁻¹, 7.37×10⁻¹, 0.953)</td>
<td>(0.195, 7.86×10⁻¹, 0.114, 0.613)</td>
<td>(0.250, 0.150, 0.400, 0.200)</td>
<td>(3.67×10⁻¹, 2.98×10⁻¹, 7.37×10⁻¹, 0.953)</td>
</tr>
<tr>
<td>((0.25, 0.25, 0.25, 0.25))</td>
<td>(3.53×10⁻¹, 5.73×10⁻¹, 6.75×10⁻¹, 0.952)</td>
<td>(0.133, 8.02×10⁻¹, 0.735)</td>
<td>(0.250, 0.250, 0.250)</td>
<td>(3.53×10⁻¹, 5.73×10⁻¹, 6.75×10⁻¹, 0.952)</td>
</tr>
</tbody>
</table>

*Results obtained from Tessier et al. (2000)
Table 7: Results of phase stability analysis for the n-propanol (1) + n-butanol (2) + benzene (3) + ethanol (4) + water (5) system.

<table>
<thead>
<tr>
<th>Stationary points (x₁, x₂, x₃, x₄, x₅)</th>
<th>TPD (s)</th>
<th>CPU (s)</th>
<th>Global minimum (x₁, x₂, x₃, x₄, x₅)</th>
<th>TPD (s)</th>
<th>CPU (s)</th>
<th>Stationary points (x₁, x₂, x₃, x₄, x₅)</th>
<th>TPD (s)</th>
<th>CPU (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0.148, 0.052, 0.500, 0.100, 0.200)</td>
<td>1.00×10⁻⁴</td>
<td>1074.6</td>
<td>(2.43×10⁻⁵, 5.45×10⁻⁶, 1.73×10⁻⁶, 3.55×10⁻³, 0.938)</td>
<td>1.00×10⁻⁴</td>
<td>1074.6</td>
<td>(2.43×10⁻³, 5.45×10⁻⁴, 1.73×10⁻⁵, 3.55×10⁻², 0.938)</td>
<td>1.00×10⁻⁴</td>
<td>1074.6</td>
</tr>
<tr>
<td>(0.148, 0.052, 0.540, 0.080, 0.180)</td>
<td>1.00×10⁻⁴</td>
<td>1269.3</td>
<td>(2.31×10⁻⁷, 4.81×10⁻⁸, 1.42×10⁻⁸, 2.89×10⁻³, 0.946)</td>
<td>1.00×10⁻⁴</td>
<td>1269.3</td>
<td>(2.31×10⁻⁵, 4.81×10⁻⁶, 1.42×10⁻⁵, 2.89×10⁻², 0.946)</td>
<td>1.00×10⁻⁴</td>
<td>1269.3</td>
</tr>
<tr>
<td>(0.148, 0.052, 0.560, 0.080, 0.160)</td>
<td>1.00×10⁻⁴</td>
<td>1296.7</td>
<td>(2.49×10⁻³, 5.52×10⁻⁴, 1.59×10⁻⁴, 3.14×10⁻³, 0.942)</td>
<td>1.00×10⁻⁴</td>
<td>1296.7</td>
<td>(2.49×10⁻², 5.83×10⁻³, 1.63×10⁻², 3.13×10⁻¹, 0.942)</td>
<td>1.00×10⁻⁴</td>
<td>1296.7</td>
</tr>
<tr>
<td>(0.148, 0.052, 0.500, 0.120, 0.180)</td>
<td>1.00×10⁻⁴</td>
<td>915.0</td>
<td>(2.79×10⁻², 8.95×10⁻³, 3.11×10⁻², 4.99×10⁻¹, 0.918)</td>
<td>1.00×10⁻⁴</td>
<td>915.0</td>
<td>(2.79×10⁻¹, 8.95×10⁻², 3.11×10⁻¹, 4.99×10⁻⁰, 0.918)</td>
<td>1.00×10⁻⁴</td>
<td>915.0</td>
</tr>
</tbody>
</table>

Results obtained from Tessier et al. (2000).

CONCLUSIONS

In this work thermodynamic phase stability with two stochastic global algorithms was examined for binary, ternary and multicomponent liquid mixtures using the NRTL activity coefficient model. Results of application of the subdivision algorithm to liquid-liquid equilibrium calculations show that it was able to find all roots of phase stability tests for the systems investigated with relatively short CPU times for binary and ternary systems. Simulated Annealing was shown to be reliable and robust for systems with larger numbers of components. In a general sense, the two algorithms are relatively simple, provide reliable solutions for phase stability analysis, are easy to implement and require relatively low computational effort.

NOMENCLATURE

- d problem dimension
- f(x) nonlinear equation
- F(x) system of nonlinear
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equations

\( R \quad \) multidimensional rectangle

\( a_k \quad \) lower coordinate of the “child” rectangles at “\( k \)” dimension

\( b_k \quad \) upper coordinate of the “child” rectangles at “\( k \)” dimension

\( A_k \quad \) lower coordinate of the “parent” rectangles at “\( k \)” dimension

\( B_k \quad \) upper coordinate of the “parent” rectangles at “\( k \)” dimension

\( \text{NRTL} \quad \) nonrandom two liquid

\( i \quad \) subdivision level

\( y \quad \) vector of random point in \( R_{ij} \) and vapor phase mole fraction

\( x_{ij} \quad \) middle point of the rectangle “\( j \)” at the subdivision level “\( i \)”

\( x \quad \) vector of liquid phase mole fraction

\( z \quad \) vector of global mole composition

\( T \quad \) temperature

\( T_0 \quad \) initial annealing temperature

\( i_{Ran} \quad \) sample number in \( R_{ij} \)

\( i_{Max} \quad \) maximum subdivision number

\( i_{Cov} \quad \) maximum coverage number

\( \text{TPD} \quad \) tangent plane distance

**Greek Letters**

\( \nu_k \quad \) coordinate of the middle point of “parent” rectangle at “\( k \)” dimension

\( \gamma_i \quad \) activity coefficient of component “\( i \)”

\( \tau_{ij} \quad \) subdivision parameter of the rectangle “\( j \)” at the subdivision level “\( i \)”

\( \alpha_{m,n} \quad \) matrix of zero and one elements

**Subscripts**

\( 0 \quad \) pure component

\( n \quad \) number of components in the mixture and \( n^\text{th} \) components of the system
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