Recursive-Search Method for Ferromagnetic Ising Systems: Combination with a Finite-Size Scaling Approach
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A method for obtaining critical properties of physical systems is presented. Based on a recursive relation involving a physical parameter of the system, it drives the system spontaneously to the critical point, providing an efficient way to estimate critical properties. The method is illustrated for several ferromagnetic Ising systems on well-known Bravais lattices. A finite-size scaling approach is performed, by applying the method on lattices of different sizes. The efficiency of the method is confirmed by evaluating critical temperatures, as well as critical exponents, that turn up to be in good agreement with those available in the literature, with a relatively small computational effort.

I Introduction

Although statistical mechanics represents one of the most successful physical theories nowadays, only a few simple theoretical models have been solved exactly within such a framework. The evaluation of thermal averages, that are, in principle, to be performed over the whole phase space, becomes a hard task in most of the cases. As a consequence, many approximation methods have been proposed in order to deal with complicated systems, characterized by many-interacting constituents. Due to the recent improvements in computer technology, the computer simulations [1, 2, 3, 4] became nowadays one of the most important tools for studying physical systems. Among many different types of computer simulations, one may single out the Monte Carlo (MC) simulations, that are probably the most commonly employed of all numerical simulations. The MC method consists in performing the usual averages of statistical mechanics over a restricted part of phase space, i.e., only those configurations which contribute significantly to the thermal averages are considered; such a procedure reduces a lot of computing time, in such a way that one may study large - but finite - physical systems. In a standard MC simulation, each dynamical variable (which may be defined on sites of regular lattices) is visited either at random or in well-defined sequences, to be afterwards updated according to certain dynamical rules; depending on the size of the system, a MC simulation may require a large computational effort. The main drawback of any numerical simulation is that one is restricted to work with finite-size systems, and sometimes, the finite-size effects may disguise important physical results. A typical case is when one is working with systems at criticality, where, in order to obtain reliable results, one needs to extrapolate the data obtained for finite sizes to the infinite-size limit (the so-called thermodynamic limit). The most commonly used extrapolation technique for systems exhibiting critical behavior is the finite-size scaling (FSS) approach [1, 2]. Through the FSS method one is able to extract critical properties of a physical system, e.g., critical exponents, from finite-size data; however, a good estimate of critical properties requires a precise determination of the critical point. Although some FSS methods are able to produce critical exponents, as well as the location of the critical point, the application of such a procedure becomes much simpler if one knows a priori the location of the critical point.

An important step in the theory of critical phenomena occurred through the concept of self-organized criticality [5], according to which certain dynamical systems evolve spontaneously towards the critical state, i.e., the critical state is an attractor of the dynamics. Recently, the concept of self-organized criticality has been applied to the determination of critical properties in polymers [6], percolation [7], and magnetic systems [8, 9, 10]. The method uses an algorithm based on a recursive relation,

\[ X_{n+1} = X_n - \alpha (Y_n - Y^*) \]

(1)

involving two dimensionless variables \( (X_n, Y_n) \), associ-
ated with parameters of a given physical system. The variables \(X_n, Y_n\) change at each iteration step \(n\), in such a way that after a sufficient number of steps, \(X_n\) will converge to a stationary value \(X^*\), compatible with the stationary value \(Y^* \equiv Y(X^*)\), assumed by \(Y_n\). The desired stationary state \((X^*, Y^*)\) may be previously selected by an appropriate choice of the quantity \(Y^*\); the rate of convergence to the stationary state is controlled by the parameter \(\alpha\). As an example, for a ferromagnetic system, such quantities may be related to the temperature and magnetization \([8, 9]\) (or to the temperature and inverse of magnetic susceptibility \([10]\)), respectively; instead of controlling the temperature \(T\), one may reach criticality by taking the magnetization \(m \to 0\) (or the inverse of susceptibility \(1/X \to 0\)), which is equivalent to approaching the critical temperature, \(T \to T_c\). It is important to mention that the idea of keeping a physical parameter of the system, associated with the critical state, close to a small positive value (pushing the system automatically to the vicinity of the critical point), has been guessed by Sommef el et al. \([11]\), although it was not operationally worked out in terms of a recursive relation.

In the present work we illustrate the algorithm based on recursive relation (1) by applying it to the ferromagnetic Ising model, defined on some well-known Bravais lattices, namely, the square, triangular, honeycomb and cubic lattices. In each case, the recursive approach is applied for several finite sizes, and a FSS approach is performed. In spite of a small computational effort, the critical temperatures and critical exponents obtained are in good agreement with those available in the literature. In the next section we describe the numerical procedure. In section 3 we present and discuss our results.

\[ S_i(t+1) = \begin{cases} 1, & \text{if } z_i(t) \leq p_i(t) \\ -1, & \text{if } z_i(t) > p_i(t) \end{cases} \quad \text{when } S_i(t) = -1, \quad (3a) \]

and

\[ S_i(t+1) = \begin{cases} -1, & \text{if } z_i(t) \leq 1 - p_i(t) \\ 1, & \text{if } z_i(t) > 1 - p_i(t) \end{cases} \quad \text{when } S_i(t) = 1. \quad (3b) \]

In the equations above, \(z_i(t)\) is a uniform random number in the interval \([0, 1]\) and \(p_i(t)\) is the probability

\[ p_i(t) = \left(1 + \exp[-2h_i(t)]\right)^{-1}, \quad (4a) \]

where

\[ h_i(t) = K \sum_j S_j(t), \quad (4b) \]

is the local field acting on site \(i\), at time \(t\), and for the first iteration, \(K \equiv K_0 = J/(k_BT_0)\).

\(d\) After equilibration is attained \((t_0\) MC steps) one may calculate thermodynamic averages (associated with the particular choice of \(K_0\) over \(t_1\) MC steps. To improve the statistics, this procedure is repeated over
$N$ samples, i.e., $N$ distinct sequences of random numbers. The average value $Y_0$ is computed, and from Eq. (1) one obtains $K_1$.

(e) Steps (c) and (d) are performed for parameter $K_1$, and so on, in such a way that one gets, iteratively, $(K_0, Y_0) \rightarrow (K_1, Y_1) \rightarrow (K_2, Y_2) \cdots$.

(f) The process converges when $Y_n$ and $K_n$ present small oscillations around the values $Y^*$ [defined in step (a)] and $K^*$ (the desired stationary value of the parameter $K$), respectively.

(g) After the stationary regime is attained, one may consider a number $\Delta n$ of oscillations around $(K^*, Y^*)$, in order to get a statistics for the stationary temperature $T^*$.

It is important to mention that Eq. (1) has two parameters to be adjusted a priori, namely, $\alpha$ and $Y^*$, in order to get a proper convergence of the recursive approach. The parameter $\alpha$ must be set to a small value; for an appropriate choice of $Y^*$, we found an optimal value for $\alpha$, below which $K^*$ does not change within the error bars: $\alpha = 10^{-2}$. The choice of $Y^*$ is somewhat more subtle; it must be chosen according to the desired stationary state. If one chooses $Y$ as the order parameter of the system, for achieving a convergence towards criticality, $Y^*$ should be set to a small value (typically, $Y^* = 10^{-2}$), whereas for a convergence to a low-temperature state, $Y^*$ must be set close to its maximum value. In each problem a few attempts are required in order to find the appropriate $Y^*$, in such a way as to provide convergence to the desired stationary state.

In the models investigated herein, one may choose in Eq. (1), $Y_n \equiv m_n$ [8, 9] as the dimensionless magnetization per spin ($m = N^{-1} \sum_i S_i$, where $\langle \rangle$ stands for a thermodynamic average). However, for physical systems exhibiting strong finite-size effects, e.g., disordered magnets, the magnetization may present pronounced tails close to the critical temperature, and such a choice may lead to a large error in the location of the critical temperature. For cases like that, one may choose $Y_n$ as the inverse of a quantity which diverges at the critical temperature [10]; an appropriate quantity may be the magnetic susceptibility,

$$\chi = \frac{1}{Nk_B T} \left\{ \langle \sum_i S_i \rangle^2 - \langle \sum_i S_i \rangle^2 \right\}. \quad (5)$$

In the present work we estimated the stationary temperatures $T^*$ by using Eq. (1) with $X_n \equiv K_n = J/(k_B T_n)$ and $Y_n \equiv 1/(J_{X_n})$ as the dimensionless parameter associated with the magnetic susceptibility. In the next section we present and discuss our results.

### III Results and Discussion

For the results that follow, we have simulated the model defined through Eq. (2) on two-dimensional lattices (square, triangular, and honeycomb lattices) of linear dimensions $L = 20, 40, 50,$ and 60, and on cubic lattices of linear sizes $L = 10, 12, 14$, and 16. At each iteration $n$, our simulations always started with a completely ordered configuration (all spins up) and a number of runs, corresponding to a time $t_n = \frac{N}{2} N$ MC steps, were discarded before calculating averages. After that, we have computed thermodynamic averages over $t_i = N$ MC steps. All simulations were repeated over $N_s = 200$ samples, i.e., different sequences of random numbers.

![Figure 1](image.png)

Figure 1. Evolution of the temperature [in units of the corresponding exact critical temperature (see Table 1)] with the iteration step $n$, for different choices of $X^*_{x_L}$, for the ferromagnetic Ising model on a square lattice of linear dimension $L = 20$. Among the choices investigated, the optimal choice corresponds to $1/(J_{x_L}) = 0.054$, leading to the stationary temperature $T^*_L/T_c = 1.0488 \pm 0.0022$.

First of all, in order to find the stationary temperature $T^*_L$, associated with each linear size $L$ of a given lattice, it is important to determine with a good accuracy the stationary parameter $X^*_{x_L} = 1/(J_{X_{x_L}})$. In Fig. 1 we present the evolution of the temperature with the iteration step $n$, for different choices of $X^*_{x_L}$, for a square lattice of linear size $L = 20$; the same is done for the magnetic susceptibility in Fig. 2. From Figs. 1 and 2, one sees clearly that there is an optimal value of $X^*_{x_L}$. For choices above the optimal value, Eq. (1) will not converge to the stationary values, in such a way that the temperature will diverge [e.g., see the curve for the choice $1/(J_{X_{x_L}}) = 0.050$ in Fig. 1], whereas the magnetic susceptibility will go down after a finite number of iteration steps [e.g., see the curves for the choices $1/(J_{X_{x_L}}) = 0.050$ (Fig. 2(a))].
and $1/(J\chi^*_L) = 0.052$ (Fig. 2(b)]). For choices below the optimal value, Eq. (1) will converge to stationary values that are not those associated with criticality; indeed, one finds a convergence to temperature values below the critical temperature [e.g., see the curves for the choices $1/(J\chi^*_L) = 0.056$ and $1/(J\chi^*_L) = 0.058$ in Fig. 1], whereas the susceptibility will converge to values that are lower than the one at criticality. The optimal value of $\chi^*_L$ should be the highest choice for which Eq. (1) converges to the corresponding stationary values. For the cases considered in Figs. 1 and 2, our closest estimate to the optimal value is $1/(J\chi^*_L) = 0.054$, which leads to a stable convergence up to iteration step $n = 10^4$, as exhibited in Fig. 2(c). Such a choice is associated with the stationary temperature $k_B T^*/J = 2.380 \pm 0.005$, representing a discrepancy of about 5% with respect to the well-known square-lattice exact critical temperature $(k_B T_c/J = 2.269185...)$.

Figure 2. Evolution of the dimensionless magnetic susceptibility with the iteration step $n$, for some of the choices of $\chi^*_L$ of Fig. 1, for the ferromagnetic Ising model on a square lattice of linear dimension $L = 20$. (a) $1/(J\chi^*_L) = 0.050$; (b) $1/(J\chi^*_L) = 0.052$; (c) $1/(J\chi^*_L) = 0.054$. Among the choices investigated, the optimal choice corresponds to $1/(J\chi^*_L) = 0.054$.

Figure 3. Evolution of the temperature [in units of the corresponding exact critical temperature (see Table 1)] with the iteration step $n$, for the ferromagnetic Ising model on a honeycomb lattice of different linear sizes $L$. Each curve is produced by using the optimal choice for $\chi^*_L$. The corresponding optimal choices of $\chi^*_L$ and the associated stationary temperatures are: $1/(J\chi^*_L) = 0.050$ and $k_B T^*/J = 1.602 \pm 0.003 \ (L = 20)$; $1/(J\chi^*_L) = 0.051$ and $k_B T^*/J = 1.563 \pm 0.004 \ (L = 40)$; $1/(J\chi^*_L) = 0.049$ and $k_B T^*/J = 1.547 \pm 0.008 \ (L = 60)$.

By carrying such a procedure for different linear sizes of the lattices considered herein, one may find stationary temperatures for each lattice size. In Fig. 3 we exhibit the evolution of the temperature $T_n$ with the iteration step $n$ for several sizes of a honeycomb lattice; each curve of Fig. 3 is produced with its corresponding optimal choice $\chi^*_L$. One sees that the stationary temperature approaches the exact critical temperature for increasing lattice sizes. Therefore, one may extrapolate the finite-size stationary temperatures $T^*_L$ to the limit $L \rightarrow \infty$, in order to find the stationary temperatures in the thermodynamic limit, $T^*$. The results obtained in Fig. 3, for the honeycomb lattice, are extrapolated towards the thermodynamic limit in Fig. 4.
olated stationary temperatures are presented in Table 1 for the lattices considered herein. One sees that two of our extrapolations (honeycomb and cubic lattices) agree, within the error bars, with the values available in the literature, whereas for the other two cases (square and triangular lattices), we find a small discrepancy (less than 1%) with respect to the well-known exact values. Considering the modest lattice sizes investigated, the accuracy of the temperatures estimated in Table 1 show the potential of the recursive approach presented herein.

### Table 1

<table>
<thead>
<tr>
<th></th>
<th>Square Lattice</th>
<th>Triangular Lattice</th>
<th>Honeycomb Lattice</th>
<th>Cubic Lattice</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_BT^*/J$</td>
<td>2.251 ± 0.006</td>
<td>3.605 ± 0.007</td>
<td>1.518 ± 0.006</td>
<td>4.509 ± 0.016</td>
</tr>
<tr>
<td>$k_BT_c/J$</td>
<td>2.269185...</td>
<td>3.640956...</td>
<td>1.518651...</td>
<td>-</td>
</tr>
<tr>
<td>$</td>
<td>T^* - T_c</td>
<td>/T_c$</td>
<td>0.0054</td>
<td>0.0080</td>
</tr>
</tbody>
</table>

Table 1: The dimensionless stationary temperatures ($k_BT^*/J$), obtained by an extrapolation of several finite-size estimates ($k_BT^*_L/J$) to the limit $L \rightarrow \infty$, for the ferromagnetic Ising model on different Bravais lattices, are compared with the critical temperatures ($k_BT_c/J$) available in the literature. For the two-dimensional lattices the critical temperatures $k_BT_c/J$ are known exactly [13], whereas for the cubic lattice, we have used the estimates of Ref. [14]. For the honeycomb and cubic lattices, our extrapolated stationary temperatures agree, within the error bars, with the critical temperatures in the literature; for the square and triangular lattices, our estimates, including the error bars, are slightly smaller than the values of the literature. In each case, the relative discrepancy of $T^*$ (taking into account the error-bar range) with respect to the critical temperature ($|T^* - T_c|/T_c$) is given (up to four decimal digits).

![Figure 4](image)

Figure 4. Extrapolation of the finite-size stationary temperatures $T^*_L$, calculated through the recursive-search method, to the $L \rightarrow \infty$ limit, for the ferromagnetic Ising model on a honeycomb lattice. The extrapolated stationary temperature is $k_BT^*/J = 1.548 \pm 0.006$.

Let us now consider the calculation of critical exponents through the present method; there are two straightforward ways to carry out such a computation, as we mention below.

(i) For a given system size, one may evaluate the optimal value for $\chi^*_L$ and consequently the corresponding stationary temperature $T^*_L$, as described above. Then, one may compute the critical exponent associated with a given thermodynamic property by investigating how such a thermodynamic property behaves when one approaches the stationary temperature $T^*_L$. By repeating such a procedure for different system sizes, one may compute critical exponents for different sizes and carry out an extrapolation to the limit $L \rightarrow \infty$. This approach has been applied successfully for pure [9] and site-diluted [10] ferromagnetic Ising models, showing that the recursive method defined by Eq. (1) approaches criticality through the correct thermodynamic path.

(ii) By knowing the optimal value for $\chi^*_L$, one deliberately chooses a $\chi^*_L$ above such an optimal value. Obviously, there will be no convergence of the recursion relation in Eq. (1), and if one starts the iteration from a sufficiently low temperature, the desired temperature range – including the critical region – may be completely explored. In this case, the recursive relation of Eq. (1) is used in marginal way, determining the sequence of temperatures at which the susceptibility will be computed. By repeating such a procedure for different lattice sizes, one may obtain the critical exponents, as well as the stationary temperatures, in the thermodynamic limit, by implementing a standard FSS approach [1, 2].

In the present work we shall consider procedure (i) for the location of the critical point, i.e., for computing stationary temperatures, and procedure (ii) for computing both stationary temperatures and critical exponents. In Figs. 5 and 6 we exhibit the magnetization and magnetic susceptibility curves, respectively, obtained by scheme (ii), for several linear sizes of the square-lattice model (similar plots hold for the other lattices). One may now use the standard scaling functions,
Table 2

<table>
<thead>
<tr>
<th></th>
<th>Square Lattice</th>
<th>Triangular Lattice</th>
<th>Honeycomb Lattice</th>
<th>Cubic Lattice</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_B T^* / J$</td>
<td>2.27 ± 0.01</td>
<td>3.64 ± 0.02</td>
<td>1.52 ± 0.01</td>
<td>4.51 ± 0.02</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0.126 ± 0.003</td>
<td>0.124 ± 0.002</td>
<td>0.127 ± 0.003</td>
<td>0.30 ± 0.03</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>1.73 ± 0.04</td>
<td>1.75 ± 0.02</td>
<td>1.73 ± 0.03</td>
<td>1.22 ± 0.02</td>
</tr>
<tr>
<td>$\nu$</td>
<td>1.02 ± 0.02</td>
<td>1.0 ± 0.02</td>
<td>1.02 ± 0.04</td>
<td>0.62 ± 0.01</td>
</tr>
</tbody>
</table>

Table 2: The dimensionless stationary temperatures ($k_B T^* / J$), as well as the critical exponents $\beta$, $\gamma$, and $\nu$, as obtained by a FSS approach, for the ferromagnetic Ising model on different Bravais lattices. All estimated stationary temperatures agree, within the error bars, with the corresponding critical temperatures available in the literature (see Table 1). The same happens for our critical-exponent estimates, that should be compared with $\beta = 1/8$, $\gamma = 7/4$, and $\nu = 1$, which hold for all two-dimensional lattices, due to universality [13], and $\beta = 0.3265(3)$, $\gamma = 1.2353(11)$, and $\nu = 0.6294(5)$, for the cubic lattice [14].

\[
m_L(T) = L^{-3/\nu} \bar{m} [L^{1/\nu}(T - T^*)] / T^*,
\]
\[
\chi_L(T) = L^{\gamma/\nu} \bar{\chi} [L^{1/\nu}(T - T^*)] / T^*,
\]
(6)

in order to obtain, from our finite-size data, the stationary temperature $T^*$, as well as the critical exponents $\beta$, $\gamma$, and $\nu$ in the thermodynamic limit. In Figs. 7 and 8 we exhibit the data collapse of the magnetization and susceptibility curves shown in Figs. 5 and 6, respectively, for the square-lattice model (similar data collapses apply for the other lattices). The results of our FSSs are exhibited in Table 2, and compared with the well-known values available in the literature. All the estimated stationary temperatures and critical exponents agree, within the error bars, with the values available in the literature. In two cases (square and triangular lattices), the stationary temperatures estimated through a simple extrapolation to the limit $L \to \infty$ (cf. Table 1), and those obtained by means of the FSS approach (cf. Table 2), present a small discrepancy (including the respective error-bar ranges). We believe that such discrepancies are consequences of the small lattice sizes investigated.

To conclude, we have investigated the ferromagnetic Ising model defined on several well-known Bravais lattices, by combining a recursive method that drives the system spontaneously towards criticality, with a standard FSS approach. The recursive method allows for the detection of the critical temperatures spontaneously, through a convergence towards a fixed point of a recursion relation involving a pair of dimensionless variables $\chi(T)$, constructed in such a way that $X$ is associated with the temperature, whereas $Y$ may be related, in principle, to any physical parameter displaying a nontrivial behavior at criticality. In spite of the small computational effort involved, the effectiveness of the method has been confirmed by the evaluation of critical temperatures and critical exponents that are in good agreement with those available in the literature. The agreement of our critical-exponent estimates with

Figure 5. The magnetization per spin plots, versus the scaled temperature, for the ferromagnetic Ising model on square lattices of different linear sizes. The temperature is scaled in units of the well-known exact critical temperature of the model (see Table 1).

Figure 6. Plots of the dimensionless magnetic susceptibility ($J \chi_L$), versus the scaled temperature (same scale as in Fig. 5), for the ferromagnetic Ising model on square lattices of different linear sizes.
site-diluted [10] Ising ferromagnets — may be substantially enhanced if it is combined with a FSS approach.
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