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ABSTRACT

This study discusses from the theoretical standpoint the analyses of heterosis and combining ability from the partial diallel. Aiming at investigating the information provided by the genetic parameters, simulation studies were realized. The genetic model adjusted considered one gene, groups of six populations, three degrees of dominance (|d/a| equal to 0.5, 1 and 2, representing partial, complete and overdominance) and random allelic frequencies. For each degree of dominance 50 replications were performed. The model for heterosis analysis does not need to be restricted. The unrestricted model gives the same information as the restricted one. The model for combining ability is restricted. The restrictions of the partial-G2 model of Geraldi and Miranda-Filho do not satisfy the parametric values of the specific combining ability effects. As in the complete diallel analysis, from the theoretical point of view there is no differences between the analysis of heterosis and combining ability. The analysis of differences in gene frequencies among the populations of the two groups is more efficient when it considers the heterosis and not the specific heterosis - or the specific heterosis effects or the effects of specific combining ability - mainly for genes whose frequencies are contrasting in the groups.
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RESUMO

ANÁLISES DE HETEROSE E CAPACIDADE DE COMBINAÇÃO COM DIALELO PARCIAL

Este estudo discute do ponto de vista teórico as análises de heterose e capacidade de combinação a partir de diâlelo parcial. Foram realizados estudos de simulação com o objetivo de investigar as informações proporcionadas pelos parâmetros genéticos. O modelo genético ajustado considerou um gene, grupos de seis populações, três graus de dominância (|d/a| igual a 0,5, 1 e 2, representando dominâncias parcial e completa, e sobredominância) e frequências alélicas aleatórias. Para cada grau de dominância foram realizadas 50 simulações. O modelo para análise de heterose não precisa ser restrito. O modelo irrestrito propicia as mesmas informações do restrito. O modelo para análise de capacidade de combinação é restrito. As restrições do modelo parcial-G2 de Geraldi e Miranda-Filho não satisfazem aos valores paramétricos dos efeitos de capacidade específica de combinação. Como na análise de diâlelo completo, do ponto de vista teórico não há diferenças entre as análises de heterose e de capacidade de combinação. A análise das diferenças de frequências gênicas entre as populações dos dois grupos é mais eficiente quando são consideradas as heteroses e não as heteroses específicas - ou os efeitos de heterose específica ou os efeitos de capacidade específica de combinação - principalmente quanto a genes cujas frequências são contrastantes nos grupos.

Palavras-chave: heterose média, heterose varietal, heterose específica, capacidade geral de combinação, capacidade específica de combinação.
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1. INTRODUCTION

The partial diallel genetic design was suggested by Comstock and Robinson (1948) to estimate components of genotypic variance in cross-pollinating populations. Although no relevant theoretical contribution was added, Kempthorne and Curnow (1961) demonstrated that it is a suitable design for this purpose and could be more efficient than others. This objective, however, has almost always been attained by using design I and its variations, because of better fit to the alogamous plants reproductive system.

The partial diallel is almost exclusively used for analysis of heterosis and/or combining ability of cross-pollinating populations, inbred families (topcross with more than one tester), inbred lines or pure lines, but not plants. Although it is common to consider the partial diallel as an alternative to the diallel when the number of parents is high (Geraldi and Miranda-Filho, 1988; Miranda-Filho and Geraldi, 1984), it should be the choice of the breeder when there are two different population groups, such as corn populations adapted to tropical climate and exotic populations, adapted to temperate climate; S3 families, and broad and/or narrow genetic base testers; dent and flint inbred lines; and common bean varieties tolerant and not tolerant to cold, and when there is no interest in hybrids of populations of the same group.

The methodologies of Miranda-Filho and Geraldi (1984), for heterosis analysis, and of Geraldi and Miranda-Filho (1988), for combining ability analysis, are modifications of the models of Gardner and Eberhart (1966) and Griffing (1954), but there is no discussion of the theoretical inferences that may be established. The objective of this study was to discuss heterosis and combining ability analysis from the partial diallel.

2. METHODS

2.1 Heterosis analysis

The genotypic mean of a population in group 1 is

\[
M_j = \sum_{i=1}^{k} m_i + \sum_{i=1}^{k} \left[ (2p_{ij} - 1) a_i + \left( p_{ij} - p_{j}^2 \right) d_i \right] = \mu + v_j \quad (j=1, \ldots, n_1)
\]

where for each locus, \( m \) is the mean of the genotypic values of the homozygotes, \( p_i \) is the frequency of the gene that increases the trait expression in the population, \( a \) is the difference between the genotypic value of the homozygote \( p_j \) of greatest expression and \( m \), and \( d \) is the deviation due to dominance (Hallauer and Miranda-Filho, 1988). The constant \( \mu \) is the sum of the mean \( m \) for each locus and the parameter \( v_j \) is the population effect.

The genotypic mean of a population in group 2 is

\[
M_{j'} = \sum_{i=1}^{k} m_i + \sum_{i=1}^{k} \left[ (2p_{ij} - 1) a_i + \left( p_{ij} + p_{j'} - 2p_{ij}p_{j'} \right) d_i \right] = \mu + v_{j'} \quad (j'=1, \ldots, n_2)
\]

where for each locus, \( r_j \) is the frequency of the gene that increases the trait expression in the population and \( v_{j'} \) is the population effect.

The genotypic mean of the hybrid of populations \( j \) and \( j' \) is

\[
M_{jj'} = \sum_{i=1}^{k} m_i + \sum_{i=1}^{k} \left[ (2p_{li} - 1) a_i + \left( p_{li} - p_{l}^2 \right) d_i \right] = \mu + v_1
\]

The means of groups 1 and 2 are

\[
M_1 = \sum_{i=1}^{k} m_i + \sum_{i=1}^{k} \left[ (2p_{li} - 1) a_i + \left( p_{li} - p_{l}^2 \right) d_i \right] = \mu + v_1
\]

\[
M_2 = \sum_{i=1}^{k} m_i + \sum_{i=1}^{k} \left[ (2r_{li} - 1) a_i + \left( r_{li} - r_{l}^2 \right) d_i \right] = \mu + v_2
\]

where \( v_1 \) and \( v_2 \) are the means of the population effects of groups 1 and 2.

The heterosis manifested in the hybrid of populations \( j \) and \( j' \) is

\[
H_{jj'} = M_{jj'} - \frac{M_j + M_{j'}}{2} = \sum_{i=1}^{k} \left( p_{ij} - p_{ij'} \right)^2 d_i
\]

The mean of the heterosis manifested in the hybrids of population \( j \) of group 1 is

\[
H_j = \sum_{i=1}^{k} \left( p_{ij}^2 - 2p_{ij}r_{li} + r_{li}^2 \right) d_i
\]

The mean of the heterosis manifested in the hybrids of population \( j' \) of group 2 is

\[
H_{j'} = \sum_{i=1}^{k} \left( r_{l}^2 - 2r_{li}r_{ij'} + r_{ij'}^2 \right) d_i
\]

The average heterosis is

\[
H = \sum_{i=1}^{k} \left( p_{li}^2 - 2p_{li}r_{li} + r_{li}^2 \right) d_i = M_1 - \frac{M_1 + M_2}{2} = M_1 - M_2
\]
where
\[ M_j = \sum_{i=1}^{k} m_i + \sum_{i=1}^{k} \left[ (\bar{p}_i + \bar{r}_i - 1) a_i + (\bar{p}_i + \bar{r}_i - 2\bar{p}_i\bar{r}_i) d_i \right] \]
is the mean of the hybrids and
\[ M_j = \sum_{i=1}^{k} m_i + \sum_{i=1}^{k} \left[ (\bar{p}_i + \bar{r}_i - 1) a_i + \left( (\bar{p}_i - \bar{p}_i^2) + (\bar{r}_i - \bar{r}_i^2) \right) d_i \right] \]
is the arithmetic mean of the group means.

The mean of the hybrid of populations \( j \) and \( j' \) can be expressed as follows
\[ M_{jj'} = \mu + \frac{1}{2} (v_j + v_{j'}) + H_{jj'} \]

But
\[ H_{jj'} = H + H_j + H_{j'} + S_{jj'} \]

where \( S_{jj'} = -2 \sum_{i=1}^{k} \left[ (\bar{p}_i^2 + p_{ij}r_{ij} - p_{ij}r_i - \bar{p}_i r_i + \bar{r}_i) d_i \right] \]
is the specific heterosis.

Thus
\[ M_{jj'} = \mu + \frac{1}{2} (v_j + v_{j'}) + H + H_j + H_{j'} + S_{jj'} \]

The mean phenotypic values of populations \( j \) and \( j' \) and of the hybrid of these populations are
\[ y_j = \mu + v_j + \bar{\epsilon}_j \]
\[ y_{j'} = \mu + v_{j'} + \bar{\epsilon}_{j'} \]
\[ y_{jj'} = \mu + \frac{1}{2} (v_j + v_{j'}) + H + H_j + H_{j'} + S_{jj'} + \bar{\epsilon}_{jj'} \]

where \( \bar{\epsilon}_j, \bar{\epsilon}_{j'} \) and \( \bar{\epsilon}_{jj'} \) are the residues.

These equations are not those of the model defined by \textsc{Miranda-Filho and Geraldi} (1984), because they characterize the unrestricted model.

The means of populations \( j \) in group 1 and \( j' \) in group 2 can be expressed as
\[ M_j = \mu + v_j \pm \bar{\nu}_1 = M_1 + (v_j - \bar{v}_1) = M_1 + v_j^* \]
\[ M_{j'} = M_2 + v_{j'}^* \]

where \( v^* \) represents the population effect expressed as deviation of the mean effect of the group.

Thus, as \( E(H_j) = E(H_{jj'}) = H \) and \( E(S_{jj'}) = -2H \),
\[ M_{jj'} = \frac{1}{2} \left[ (\mu + v_j) + (\mu + v_{j'}) \right] + H + H_j + H_{j'} + S_{jj'} + 2H \]
\[ = M + \frac{1}{2} (v_j^* + v_{j'}^*) + H + (H_j - H) + (H_{j'} - H) + (S_{jj'} + 2H) \]
\[ = M + \frac{1}{2} (v_j^* + v_{j'}^*) + H + H_j^* + H_{j'}^* + S_{jj'}^* \]

where \( H_j^* \) and \( H_{jj'}^* \) are the effects of varietal heterosis and \( S_{jj'}^* \) is the effect of specific heterosis.

Expressing the population means as function of the arithmetic mean of the group means results
\[ M_j = M_1 + v_j^* + d \]
\[ M_{j'} = M_2 + v_{j'}^* - d \]

where
\[ d = M_2 - M = \frac{M_2 - M_1}{2} = 2 \sum_{i=1}^{k} \left[ (\bar{p}_i - \bar{r}_i) a_i + \left( (\bar{p}_i - \bar{p}_i^2) - (\bar{r}_i - \bar{r}_i^2) \right) d_i \right] \]

Thus, the equations of the restricted model presented by \textsc{Miranda-Filho and Geraldi} (1984) are
\[ y_j = M_1 + v_j^* + d + \bar{\epsilon}_j \]
\[ y_{j'} = M_2 + v_{j'}^* - d + \bar{\epsilon}_{j'} \]
\[ y_{jj'} = M_1 + \frac{1}{2} (v_j^* + v_{j'}^*) + H + H_j^* + H_{j'}^* + S_{jj'}^* + \bar{\epsilon}_{jj'} \]

The \( n_1 + n_2 + 3 \) linearly independent parametric restrictions of this model are
\[ \sum_{j=1}^{n_1} v_j^* = \sum_{j=1}^{n_2} v_{j'}^* = \sum_{j=1}^{n_1} H_j^* = \sum_{j=1}^{n_2} H_{j'}^* = 0, \sum_{j=1}^{n_2} S_{jj'}^* = 0 \]
and \[ \sum_{j=1}^{n_1} S_{jj'}^* = 0 \] for all \( j' \)

2.1.1. Hypotheses tests

The most relevant hypotheses that can be tested in the analysis of variance are:
\[ H_{0(1)}: \nu_j = \nu_1 \text{ for all } j \text{ (unrestricted model) or} \]
\[ \nu_j^* = 0 \text{ for all } j \text{ (restricted model)}; \]
\[ H_{0(2)}: \nu_j = \nu_2 \text{ for all } j' \text{ (unrestricted model) or} \]
\[ \nu_j'^* = 0 \text{ for all } j' \text{ (restricted model)}; \]
\[ H_{0(3)}: d = 0 \text{ (unrestricted and restricted models);} \]
\[ H_{0(4)}: H = 0 \text{ (unrestricted and restricted models);} \]
\[ H_{0(5)}: H_j = H \text{ for all } j \text{ (unrestricted model) or} \]
\[ H_j^* = 0 \text{ for all } j \text{ (restricted model);} \]
\[ H_{0(6)}: H_j = H \text{ for all } j' \text{ (unrestricted model) or} \]
\[ H_j'^* = 0 \text{ for all } j' \text{ (restricted model);} \]
\[ H_{0(7)}: S_{jj'} = -2H \text{ for all } j \text{ and } j' \text{ (unrestricted model) or} \]
\[ S_{jj'}^* = 0 \text{ for all } j \text{ and } j' \text{ (restricted model).} \]

Testing \( H_{0(1)} \) and \( H_{0(2)} \) is equivalent to testing the equality of the gene frequencies in the populations in the group, that is, that there are no differences of gene frequencies among the populations of the group \( (H_{0(1)}: p_j = p_i \text{ for all } j \text{ and } i) \). Testing \( H_{0(3)} \) is the equivalent to testing that the mean gene frequencies are equal in the two groups \( (H_{0(3)}: \bar{p}_1 = \bar{p}_2 \text{ for all } i) \). Testing \( H_{0(4)} \) is equivalent to testing that there is no dominance \( \text{for all } j \text{ (restricted model);} \)

The genotypic means of populations \( j \) of group 1 and \( j' \) of group 2 are
\[ M_j = M_1 + 2g_j + \left[-2 \sum_{i=1}^{k} (p_i - \bar{p}_i) (r_{ij} - \bar{r}_i) \right] = M_1 + 2g_j + s_{jj'} \]
\[ M_{jj'} = M_{11} + g_{jj'} + s_{jj'}' \]

The effect of general combining ability of a population in group 1 is
\[ g_j = \left( \sum_{i=1}^{n_1} M_{ij} - M_1 \right) / \sum_{i=1}^{n_1} \left( [p_i + r_i - 1]a_i + [p_i + r_i - 2p_i r_i]d_i \right) - M_1 \]
\[ = \sum_{i=1}^{n_1} (p_i - \bar{p}_i) [a_i + (1 - 2\bar{p}_i) d_i] \]

For a population in group 2
\[ g_{jj'} = \sum_{i=1}^{k} (r_{ij} - \bar{r}_i) \left[ a_i + (1 - 2\bar{p}_i) d_i \right] \]

Thus
\[ M_j = M_1 + 2g_j + s_{jj'} \]
\[ M_{jj'} = M_{11} + g_{jj'} + s_{jj'}' \]

where \( s_{jj'} \) is the effect of the specific combining ability of populations \( j \) and \( j' \).

The genotypic means of populations \( j \) of group 1 and \( j' \) of group 2 are
\[ M_j = M_1 + 2g_j + \left[-2 \sum_{i=1}^{k} (p_i - \bar{p}_i) (r_{ij} - \bar{r}_i) \right] = M_1 + 2g_j + s_{jj'} \]
\[ M_{jj'} = M_{11} + g_{jj'} + s_{jj'}' \]

where \( s_{jj} \) and \( s_{jj'} \) are the effects of specific combining ability of the population with itself.

Expressing the means of the populations and the hybrid as function of \( M \) results
\[ M_j = M_1 + 2g_j + s_{jj} + d \]
\[ M_{jj'} = M_{11} + 2g_{jj'} + s_{jj'} + H \]

Therefore, the phenotypic means are
\[ y_j = M_1 + 2g_j + s_{jj} + d + \bar{e}_j \]
\[ y_{jj'} = M_{11} + 2g_{jj'} + s_{jj'} + d + \bar{e}_{jj'} \]
\[ y_{jj'} = M_{11} + g_{jj'} + s_{jj'} + H + \bar{e}_{jj'} \]

which define a restricted model different from that presented by Geraldi and Miranda-Filho (1988). The \( n_1 + n_2 + 3 \) linearly independent parametric restrictions are


\[ \sum_{j=1}^{n_1} g_j = \sum_{j=1}^{n_2} g_j = \sum_{j=1}^{n_1} s_{jj} = \sum_{j=1}^{n_2} s_{jj'} = 0, \quad \sum_{j=1}^{n_1} s_{jj'} = 0 \quad \text{for all } j, \text{ and} \]

\[ \sum_{j=1}^{n_2} s_{jj'} = 0 \quad \text{for all } j'. \]

The equivalent model to that defined as partial-G2 by Geraldi and Miranda-Filho (1988) is obtained expressing the genotypic means of the parents and the hybrids as function of the general mean

\[ M = \frac{\sum_{j=1}^{n_1} M_j + \sum_{j'=1}^{n_2} M_{j'} + \sum_{j=1}^{n_1} \sum_{j'=1}^{n_2} M_{jj'}}{n_1 + n_2 + n_1 n_2} \]

Thus

\[ M_j = M + (M_1 - M) + 2g_j + s_{jj} = M + d_1 + 2g_j + s_{jj} \]

\[ M_{j'} = M + (M_2 - M) + 2g_{j'} + s_{jj'} = M + d_2 + 2g_{j'} + s_{jj'} \]

\[ M_{jj'} = M + \frac{1}{2} \left( (M_1 - M) + (M_2 - M) \right) + g_j + g_{j'} + s_{jj'} \]

\[ = M + \frac{1}{2} \left( d_1 + d_2 \right) + g_j + g_{j'} + s_{jj'} \]

It should be pointed out that the restrictions of the partial-G2 model,

\[ 2s_{jj} + \sum_{j'=1}^{n_2} s_{jj'} = 0 \quad \text{for all } j \quad \text{and} \quad 2s_{jj'} + \sum_{j=1}^{n_1} s_{jj} = 0 \quad \text{for all } j' \]

do not satisfy the parametric values of the specific combining ability effects.

### 2.2.1 Hypotheses tests

The most relevant tests in the analysis of variance are:

- \( H_{0(8)} : g_j = 0 \) for all \( j \);
- \( H_{0(9)} : g_{j'} = 0 \) for all \( j' \);
- \( H_{0(10)} : s_{jj} = s_{jj'} = s_{jj''} = 0 \) for all \( j \) and \( j' \);
- \( H_{0(3)} : d = 0 \);
- \( H_{0(4)} : H = 0 \).

The hypotheses \( H_{0(8)} \) and \( H_{0(9)} \) are equivalent to the hypothesis \( H_{0(1)} \) and \( H_{0(2)} \) in the heterosis analysis, including the degrees of freedom. In the case of rejection of \( H_{0(8)} \) and/or \( H_{0(9)} \) and/or \( H_{0(10)} \), testing hypothesis \( H_{0(10)} \) is equivalent to testing absence of dominance. The sum of squares due to this hypothesis (specific combining ability sum of squares) is associated to \((n_1 n_2 - 1)\) degrees of freedom.

The orthogonal decomposition of the sum of squares attributable to the hypothesis \( H_{0(10)} \) allows testing the hypotheses

\[ H_{0(11)} : s_{jj} = 0 \quad \text{for all } j; \]
\[ H_{0(12)} : s_{jj'} = 0 \quad \text{for all } j'; \]
\[ H_{0(13)} : s_{jj'} = 0 \quad \text{for all } j \text{ and } j'. \]

The tests of these hypotheses are equivalent to the tests of hypotheses \( H_{0(5)}, H_{0(6)} \) and \( H_{0(7)} \) in the heterosis analysis. The sum of squares due to hypothesis \( H_{0(10)} \) is the sum of squares attributable to hypothesis \( H_{0(13)} \).

Therefore, as pointed out by Viana (2000a, b), relative to the complete diallel, the heterosis and combining ability analyses from the partial diallel are, from the theoretical point of view, redundant and not complementary.

Aiming to investigate the information provided by the genetic parameters of the heterosis and combining ability analyses from the partial diallel, simulation studies were realized. The genetic model adjusted considered one gene, groups of six populations, three degrees of dominance \((|d/a| \text{ equal to } 0.5, 1 \text{ and } 2, \text{ representing partial, complete and overdominance})\) and random allelic frequencies. For each degree of dominance 50 replications were performed.

### 3. RESULTS AND DISCUSSION

#### 3.1 Simulations

The population effect is an indicator of the superiority of the population in terms of favorable gene frequencies, regardless of the group. If the populations are pure lines or inbred lines, the superiority is for the number of favorable genes. Based on the simulation, the correlation between the frequency of the gene that increases the trait expression and the population effect varied from 0.7806 to 0.9981, and the mean value was 0.9537 (Table 1).
Table 1. Minimum, mean and maximum values of correlations, considering one gene, three degrees of dominance, random allelic frequencies and 50 simulations by degree of dominance

<table>
<thead>
<tr>
<th>d/a</th>
<th>$\rho (1)$</th>
<th>$\rho (2)$</th>
<th>$\rho (3)$</th>
<th>$\rho (4)$</th>
<th>$\rho (5)$</th>
<th>$\rho (6)$</th>
<th>$\rho (7)$</th>
<th>$\rho (8)$</th>
<th>$\rho (9)$</th>
<th>$\rho (10)$</th>
<th>$\rho (11)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>minimum</td>
<td>0.9868</td>
<td>0.7613</td>
<td>0.0118</td>
<td>0.9300</td>
<td>0.0000</td>
<td>0.9627</td>
<td>0.9902</td>
<td>0.9871</td>
<td>1.0000</td>
<td>1.0000</td>
<td>0.7613</td>
</tr>
<tr>
<td>1/2</td>
<td>mean</td>
<td>0.9928</td>
<td>0.9342</td>
<td>0.6838</td>
<td>0.9608</td>
<td>0.0000</td>
<td>0.9789</td>
<td>0.9948</td>
<td>0.9952</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>maximum</td>
<td>0.9981</td>
<td>0.9867</td>
<td>0.9337</td>
<td>0.9808</td>
<td>0.0000</td>
<td>0.9954</td>
<td>0.9886</td>
<td>0.9999</td>
<td>1.0000</td>
<td>1.0000</td>
<td>0.9867</td>
</tr>
<tr>
<td>minimum</td>
<td>0.9527</td>
<td>0.6574</td>
<td>0.3593</td>
<td>0.9263</td>
<td>0.0000</td>
<td>0.9596</td>
<td>0.9475</td>
<td>0.9456</td>
<td>1.0000</td>
<td>1.0000</td>
<td>0.6574</td>
</tr>
<tr>
<td>1</td>
<td>mean</td>
<td>0.9730</td>
<td>0.9310</td>
<td>0.7546</td>
<td>0.9599</td>
<td>0.0000</td>
<td>0.9753</td>
<td>0.9795</td>
<td>0.9797</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>maximum</td>
<td>0.9946</td>
<td>0.9831</td>
<td>0.9604</td>
<td>0.9780</td>
<td>0.0000</td>
<td>0.9933</td>
<td>0.9992</td>
<td>0.9986</td>
<td>1.0000</td>
<td>1.0000</td>
<td>0.9831</td>
</tr>
<tr>
<td>minimum</td>
<td>0.7806</td>
<td>0.7732</td>
<td>0.2231</td>
<td>0.9388</td>
<td>0.0000</td>
<td>0.9500</td>
<td>0.6837</td>
<td>0.6248</td>
<td>-1.0000</td>
<td>1.0000</td>
<td>0.7732</td>
</tr>
<tr>
<td>2</td>
<td>mean</td>
<td>0.8952</td>
<td>0.9364</td>
<td>0.6846</td>
<td>0.9605</td>
<td>0.0000</td>
<td>0.9740</td>
<td>0.9042</td>
<td>0.9140</td>
<td>0.9600</td>
<td>1.0000</td>
</tr>
<tr>
<td>maximum</td>
<td>0.9703</td>
<td>0.9819</td>
<td>0.9532</td>
<td>0.9785</td>
<td>0.0000</td>
<td>0.9894</td>
<td>0.9894</td>
<td>0.9984</td>
<td>1.0000</td>
<td>1.0000</td>
<td>0.9819</td>
</tr>
<tr>
<td>minimum</td>
<td>0.7806</td>
<td>0.6574</td>
<td>0.0118</td>
<td>0.9263</td>
<td>0.0000</td>
<td>0.9500</td>
<td>0.6837</td>
<td>0.6248</td>
<td>-1.0000</td>
<td>1.0000</td>
<td>0.6574</td>
</tr>
<tr>
<td>mean</td>
<td>0.9537</td>
<td>0.9338</td>
<td>0.7077</td>
<td>0.9604</td>
<td>0.0000</td>
<td>0.9761</td>
<td>0.9595</td>
<td>0.9630</td>
<td>0.9867</td>
<td>1.0000</td>
<td>0.9338</td>
</tr>
<tr>
<td>maximum</td>
<td>0.9981</td>
<td>0.9867</td>
<td>0.9604</td>
<td>0.9808</td>
<td>0.0000</td>
<td>0.9954</td>
<td>0.9992</td>
<td>0.9999</td>
<td>1.0000</td>
<td>1.0000</td>
<td>0.9867</td>
</tr>
</tbody>
</table>

(1) Correlation between the frequency of the gene that increases the trait expression and the population effect.
(2) Correlation between the varietal heterosis and the absolute value of the difference between gene frequency in the population and mean frequency in the other group of parents.
(3) Correlation between the absolute value of the difference of gene frequency of populations and the specific heterosis.
(4) Correlation between the absolute value of the difference of gene frequency of populations and the heterosis.
(5) Correlation between the absolute value of the difference of gene frequency of populations and the specific heterosis, considering that the gene frequencies in the groups are contrasting.
(6) Correlation between the absolute value of the difference of gene frequency of populations and the heterosis, considering that the gene frequencies in the groups are contrasting.
(7) Correlation between the frequency of the gene that increases the trait expression and the effect of general combining ability, by group.
(8) Correlation between the gene frequency in the population and the mean frequency in the other group of parents (absolute value).

The value is 1.0 when there is no dominance. Because the population effect cannot be estimated in the unrestricted model, the populations can be classified based on the differences between the population effects, since the contrasts are estimable functions, or more simply, by analysis of the estimates of the population genotypic means, that are also estimable, because the difference between the population mean and the population effect is a constant.

Even fitting the unrestricted model, the heterosis, the average heterosis, the varietal heterosis and the specific heterosis are estimable functions because they are linear combinations of estimable functions, the population and hybrid means. The average heterosis is an indicator of the direction of dominance if there are differences of gene frequencies among the populations of at least one group or if there are differences in the mean gene frequencies of the groups. The dominance direction can also be assessed by sign of the heterosis or the variety and specific heterosis. If the variety heterosis are predominantly positive and the specific heterosis are predominantly negative the dominance is unidirectional positive. The opposite indicates negative dominance.

The varietal heterosis, in absolute value, indicates divergence of the population, in terms of gene frequencies, compared to the mean frequencies in the other group of parents. The simulation study indicated that the correlation between varietal heterosis and the absolute value of the difference between the gene frequency in the population and the mean frequency in the other group of parents varied from 0.6574 to 0.9867, and the mean was 0.9338 (Table 1).

Although the specific heterosis is an indicator of differences of gene frequencies among the populations, it is less efficient than heterosis. The results from simulation showed that, regardless of the degree of dominance, it is better to assess the divergence among the populations by the absolute value of the heterosis. The correlation between the absolute value of the difference of gene frequencies between two populations and the heterosis varied from 0.9263 to 0.9808, and the mean was 0.9604. The minimum, maximum and mean values for specific heterosis were 0.0118, 0.9604 and 0.7077. Regardless of the degree of dominance, the correlation values for specific heterosis were always lower (Table 1).
Therefore, the greater the magnitude of the heterosis, the greater the differences of gene frequencies among the populations, and the greater the specific heterosis (respecting the sign), the greater the differences of gene frequencies.

It can be considered that the efficiency of the specific heterosis to indicate differences of gene frequencies among the populations is greater in the case of complete diallel. From the simulation study, it was ascertained that the correlation between specific heterosis and heterosis varied from 0.6743 to 0.9282, with mean value of 0.8198, in the case of the complete diallel. With partial diallel the correlation varied from 0.2085 to 0.9389, with mean value of 0.6894. Regarding the genes whose frequencies are contrasting in the two groups, the correlation between specific heterosis and the absolute value of the difference of gene frequencies among the populations is nil, regardless of the degree of dominance (Table 1).

When the specific heterosis is equal to the mean value (\(S_0 = -2H\)), the gene frequencies in each population are equal to the mean gene frequencies of the group to which it belongs.

From the theoretical point of view, the inferences that can be established from the fit of the restricted model are almost the same as those from the unrestricted model. One difference is that the population effect expressed as deviation of the mean effect of the group is an indicator of the superiority of the population only for the others in the group. In the simulation study the correlation between the frequency of the gene that increases the trait expression and the population effect expressed as deviation of the mean effect of the group varied from 0.6248 to 0.9999, being 1.0 in the absence of dominance (Table 1). Another difference is that the deviations \(H'_j\), \(H''_j\) and \(S''_jj\) should be analyzed respecting magnitude and sign and cannot be used to assess the dominance direction.

The general combining ability effect is an indicator of the superiority of the population, in terms of frequency of the favorable genes, and of the differences between the gene frequencies of the population and the mean frequencies in the group. The correlation between the frequency of the gene that increases the trait expression and the effect of general combining ability is 1.0 or -1.0, in the last case only with overdominance and depending on the gene frequencies. A negative value occurred once in the 50 simulations carried out for overdominance (Table 1). When \(g = 0\), the gene frequencies in the population are equal to the mean frequencies in the group. The analysis of the general combining ability effects of the populations in one group permits the same inferences from the analysis of the population effects expressed as deviations from the mean value \(v^*\) and from the varietal heterosis effects \(H^*\) because \(g = (1/2)v^* + H^*\).

The specific combining ability effect of a population with itself is an indicator, similar to the varietal heterosis, of the differences between gene frequencies in the population and the mean frequencies in the other group of parents. In the case of unidirectional positive dominance, the lower the value (negative), the greater the differences. With negative unidirectional dominance, the greater the value (positive), the greater the differences. In the simulation study, the absolute minimum, maximum and mean values of the correlation between the effect of specific combining ability of the population with itself and the difference between the gene frequency in the population and the mean frequency in the other group of parents were 0.6574, 0.9867 and 0.9338 (Table 1).

For a more efficient assessment of the differences of gene frequencies among the populations the heterosis should be analyzed, given by

\[H_{jj'} = s_{jj'} - \frac{1}{2}(s_{jj} + s_{jj'}) + H\]

To highlight the similarities and differences with the models of Miranda-Filho and Geraldi (1984) and Geraldi and Miranda-Filho (1988) the data analyzed are the same of the articles.

### 3.2 Heterosis analysis

Regarding the analysis of variance, the difference between the unrestricted and restricted models is in the sum of squares of group 1 versus group 2 (Table 2). The decomposition of the sum of squares of populations is orthogonal in the unrestricted model. The sums of squares of group 1, of group 2 and of the contrast between the means of the groups are those from the partial-ST model of Geraldi and Miranda-Filho (1988). The others are from the model of Miranda-Filho and Geraldi (1984). The main evidences are that there are differences of gene frequencies only among the populations in group 2, that there are differences between the mean gene frequencies of the groups and that there is dominance.
Table 3. Estimates of the parameters of the heterosis analysis model, considering unrestricted model, and of the model of combining ability analysis.

<table>
<thead>
<tr>
<th>SV</th>
<th>df</th>
<th>SS</th>
<th>MS</th>
<th>Prob.</th>
<th>SV</th>
<th>df</th>
<th>SS</th>
<th>MS</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group 1 (G1)</td>
<td>3</td>
<td>0.044253</td>
<td>0.014751</td>
<td>0.814381</td>
<td>GCA 1</td>
<td>3</td>
<td>0.493621</td>
<td>0.16454</td>
<td>0.015112</td>
</tr>
<tr>
<td>Group 2 (G2)</td>
<td>4</td>
<td>4.649405</td>
<td>1.162351</td>
<td>9.02E-19</td>
<td>GCA 2</td>
<td>4</td>
<td>1.735708</td>
<td>0.433927</td>
<td>3.11E-07</td>
</tr>
<tr>
<td>G1 vs. G2</td>
<td>1</td>
<td>0.222043</td>
<td>0.222043</td>
<td>0.029852</td>
<td>(0.180849)</td>
<td></td>
<td>(0.180849)</td>
<td>(0.049867)</td>
<td></td>
</tr>
<tr>
<td>Heterosis</td>
<td>(20)</td>
<td>5.850874</td>
<td>0.292544</td>
<td>4.46E-15</td>
<td>SCA (19)</td>
<td>3</td>
<td>1.832831</td>
<td>0.610944</td>
<td>3.21E-08</td>
</tr>
<tr>
<td>Average heterosis</td>
<td>1</td>
<td>3.713821</td>
<td>3.713821</td>
<td>9.73E-18</td>
<td>SCA 2</td>
<td>4</td>
<td>1.109073</td>
<td>0.277268</td>
<td>0.000115</td>
</tr>
<tr>
<td>Heterosis G1</td>
<td>3</td>
<td>0.244377</td>
<td>0.081459</td>
<td>0.157703</td>
<td>SCA 1 vs. 2</td>
<td>12</td>
<td>0.644969</td>
<td>0.053747</td>
<td>0.318186</td>
</tr>
<tr>
<td>Heterosis G2</td>
<td>4</td>
<td>1.247707</td>
<td>0.311927</td>
<td>3.13E-05</td>
<td>G1 vs. G2</td>
<td>1</td>
<td>0.103812</td>
<td>0.103812</td>
<td>0.137003</td>
</tr>
<tr>
<td>Specific heterosis</td>
<td>12</td>
<td>0.644968</td>
<td>0.053747</td>
<td>0.318186</td>
<td>Average heterosis</td>
<td>1</td>
<td>3.115934</td>
<td>3.115934</td>
<td>2.76E-15</td>
</tr>
<tr>
<td>Error</td>
<td>498</td>
<td>23.30391</td>
<td>0.046795</td>
<td></td>
<td>Error</td>
<td>498</td>
<td>23.30391</td>
<td>0.046795</td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Analyses of variance of grain yield (t ha⁻¹) of 11 corn populations and 20 of their hybrids, obtained using a partial diallel, considering the unrestricted and restricted (values between parenthesis) models of heterosis analysis and the model of combining ability analysis.

<table>
<thead>
<tr>
<th>SV</th>
<th>df</th>
<th>SS</th>
<th>MS</th>
<th>Prob.</th>
<th>SV</th>
<th>df</th>
<th>SS</th>
<th>MS</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>SV</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>SV</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group 1 (G1)</td>
<td>3</td>
<td>0.044253</td>
<td>0.014751</td>
<td>0.814381</td>
<td>GCA 1</td>
<td>3</td>
<td>0.493621</td>
<td>0.16454</td>
<td>0.015112</td>
</tr>
<tr>
<td>Group 2 (G2)</td>
<td>4</td>
<td>4.649405</td>
<td>1.162351</td>
<td>9.02E-19</td>
<td>GCA 2</td>
<td>4</td>
<td>1.735708</td>
<td>0.433927</td>
<td>3.11E-07</td>
</tr>
<tr>
<td>G1 vs. G2</td>
<td>1</td>
<td>0.222043</td>
<td>0.222043</td>
<td>0.029852</td>
<td>(0.180849)</td>
<td></td>
<td>(0.180849)</td>
<td>(0.049867)</td>
<td></td>
</tr>
<tr>
<td>Heterosis</td>
<td>(20)</td>
<td>5.850874</td>
<td>0.292544</td>
<td>4.46E-15</td>
<td>SCA (19)</td>
<td>3</td>
<td>1.832831</td>
<td>0.610944</td>
<td>3.21E-08</td>
</tr>
<tr>
<td>Average heterosis</td>
<td>1</td>
<td>3.713821</td>
<td>3.713821</td>
<td>9.73E-18</td>
<td>SCA 2</td>
<td>4</td>
<td>1.109073</td>
<td>0.277268</td>
<td>0.000115</td>
</tr>
<tr>
<td>Heterosis G1</td>
<td>3</td>
<td>0.244377</td>
<td>0.081459</td>
<td>0.157703</td>
<td>SCA 1 vs. 2</td>
<td>12</td>
<td>0.644969</td>
<td>0.053747</td>
<td>0.318186</td>
</tr>
<tr>
<td>Heterosis G2</td>
<td>4</td>
<td>1.247707</td>
<td>0.311927</td>
<td>3.13E-05</td>
<td>G1 vs. G2</td>
<td>1</td>
<td>0.103812</td>
<td>0.103812</td>
<td>0.137003</td>
</tr>
<tr>
<td>Specific heterosis</td>
<td>12</td>
<td>0.644968</td>
<td>0.053747</td>
<td>0.318186</td>
<td>Average heterosis</td>
<td>1</td>
<td>3.115934</td>
<td>3.115934</td>
<td>2.76E-15</td>
</tr>
<tr>
<td>Error</td>
<td>498</td>
<td>23.30391</td>
<td>0.046795</td>
<td></td>
<td>Error</td>
<td>498</td>
<td>23.30391</td>
<td>0.046795</td>
<td></td>
</tr>
</tbody>
</table>
### Table 4. Estimates of the standard deviations of means, heterosis, effects and contrasts, assuming unrestricted and restricted models, and of the arithmetic mean of the groups, the effects and contrasts, with combining ability analysis

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Unrestricted model</th>
<th>Restricted model</th>
<th>Parameter</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_j$</td>
<td>0.216322</td>
<td></td>
<td>$M_j'$</td>
<td>0.106113</td>
</tr>
<tr>
<td>$M_j'$</td>
<td>0.216322</td>
<td></td>
<td>$g_j$</td>
<td>0.106526</td>
</tr>
<tr>
<td>$H_{jj'}$</td>
<td>0.264939</td>
<td></td>
<td>$g_{jj'}$</td>
<td>0.116493</td>
</tr>
<tr>
<td>$H_j$</td>
<td>0.087202</td>
<td>0.112520</td>
<td>$s_{jj}$</td>
<td>0.267793</td>
</tr>
<tr>
<td>$H_{jj'}$</td>
<td>0.152962</td>
<td></td>
<td>$s_{jj'}$</td>
<td>0.293433</td>
</tr>
<tr>
<td>$H_{j'}$</td>
<td>0.162241</td>
<td></td>
<td>$s_{jj'}$</td>
<td>0.179111</td>
</tr>
<tr>
<td>$S_{jj'}$</td>
<td>0.241855</td>
<td></td>
<td>$d$</td>
<td>0.106113</td>
</tr>
<tr>
<td>$M_j$</td>
<td>0.072556</td>
<td>0.080396</td>
<td>$H$</td>
<td>0.095201</td>
</tr>
<tr>
<td>$V_{j}^*$</td>
<td>0.187340</td>
<td>0.194990</td>
<td>$g_j - g_{J}(j \neq J)$</td>
<td>0.149872</td>
</tr>
<tr>
<td>$V_{j'}^*$</td>
<td>0.193484</td>
<td>0.198262</td>
<td>$g_{j'} - g_{J'}(j' \neq J')$</td>
<td>0.171017</td>
</tr>
<tr>
<td>$d$</td>
<td>0.072556</td>
<td>0.080396</td>
<td>$g_{jj'} - g_{JJ}$</td>
<td>0.157855</td>
</tr>
<tr>
<td>$H_j$</td>
<td>0.125671</td>
<td>0.141852</td>
<td>$s_{jj} - s_{JJ}$</td>
<td>0.428295</td>
</tr>
<tr>
<td>$H_{j'}$</td>
<td>0.136814</td>
<td>0.151425</td>
<td>$s_{jj} - s_{jj'}$</td>
<td>0.458887</td>
</tr>
<tr>
<td>$S_{jj'}$</td>
<td>0.167562</td>
<td>0.179111</td>
<td>$s_{jj'} - s_{jj'}$</td>
<td>0.397261</td>
</tr>
<tr>
<td>$v_{j} - v_{J}(j \neq J)$</td>
<td>0.305925</td>
<td>$s_{jj} - s_{jj'}$</td>
<td>0.275757</td>
<td></td>
</tr>
<tr>
<td>$v_{j} - v_{J'}$</td>
<td>0.305925</td>
<td>$s_{jj'} - s_{jj'}$</td>
<td>0.280385</td>
<td></td>
</tr>
<tr>
<td>$v_{j'} - v_{J}(j' \neq J')$</td>
<td>0.305925</td>
<td>$s_{jj'} - s_{jj'}$</td>
<td>0.247118</td>
<td></td>
</tr>
<tr>
<td>$H_j - H_j$</td>
<td>0.205221</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H_j - H_{j'}$</td>
<td>0.185772</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H_{j'} - H_{j'}$</td>
<td>0.216322</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H_{jj'} - H_{j'}$</td>
<td>0.342034</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H_{jj'} - H_{jj'}$</td>
<td>0.374680</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$S_{jj} - S_{j'}$</td>
<td>0.264939</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$S_{jj} - S_{jj'}$</td>
<td>0.273627</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$S_{jj} - S_{jj'}$</td>
<td>0.226880</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$v_{j} - v_{j}$</td>
<td>0.305925</td>
<td>0.305925</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$v_{j} - v_{j'}$</td>
<td>0.269318</td>
<td>0.278080</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$v_{j'} - v_{j'}$</td>
<td>0.305925</td>
<td>0.305925</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H_j - H_j$</td>
<td>0.205221</td>
<td>0.214147</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H_j - H_{j'}$</td>
<td>0.185772</td>
<td>0.207488</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H_{j'} - H_{j'}$</td>
<td>0.216322</td>
<td>0.229444</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$S_{jj} - S_{j'}$</td>
<td>0.264939</td>
<td>0.275757</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$S_{jj} - S_{jj'}$</td>
<td>0.273627</td>
<td>0.280385</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$S_{jj} - S_{jj'}$</td>
<td>0.226880</td>
<td>0.247118</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
It should be emphasized the consistency of the tests regarding population effects and those for varietal heterosis or variety heterosis effects.

In relation to the estimates of estimable functions and of their standard deviations, differences were ascertained in the unrestricted and restricted models only in the estimated standard deviation values (Tables 3 and 4). Interestingly, the values estimated by the model of Miranda-Filho and Gerald (1984) are those obtained by fitting the unrestricted model. The main inferences are: (i) the population with the greatest frequencies of the genes that increase yield is 4'; (ii) there is positive dominance; (iii) the population of group 2 more divergent compared to group 1 is 1'; and (iv) the most divergent populations are 1 and 1'.

3.3 Combining ability analysis

Regarding the analysis of variance, the decomposition of the sum of squares of treatments is non-orthogonal (Table 2). In spite of the differences in the sums of squares corresponding to the models presented by Gerald and Miranda-Filho (1988), the inferences are exactly the same: there are differences of gene frequencies among the populations in each group, the mean frequencies of the groups are identical and there is positive dominance. The decomposition of the sum of squares of the specific combining ability also showed differences of gene frequencies among the populations in the same group. It is interesting to note that the hypothesis that the specific combining ability effects of the populations of the two groups are equal to zero is not rejected, showing little divergence between them, a result corroborated by the test on the differences of the mean gene frequencies of the groups.

The analysis of the effects of general and specific combining ability and of the heterosis indicated that populations 1 and 1' are superior and the most divergent between each other and compared to the other group of parents (Table 3). Regarding the partial-ST model of Gerald and Miranda-Filho (1988), there are differences only in the standard deviations of the general combining ability and the specific combining ability of the populations in the two groups (Table 4). Compared to the partial-G2 model, only regarding the effects of specific combining ability of different populations the linear associations of the estimates are not very high. The correlations between estimates of the general combining ability effects of populations of group 1, group 2, specific combining ability effects of the populations in group 1, group 2, and of the specific combining ability effects of the populations of the two groups, are 0.98, 0.88, 1.0, 1.0 and 0.68, respectively.
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