THE LINEAR INTERPOLATION METHOD: A SAMPLING THEOREM APPROACH
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RESUMO

Uma aula sobre o teorema da amostragem como um método de interpolação é apresentada neste trabalho. A relação entre a interpolação linear e o teorema da amostragem é realizada pelo uso de pulsos triangulares aproximando funções sampling. Além disso, é feita uma comparação entre a interpolação linear e a série em uma base não ortogonal composta de pulsos triangulares igualmente espaçados. A interpolação usa os valores das amostras da função e os coeficientes da série são obtidos minimizando o erro quadrático entre a função original e a série.

PALAVRAS-CHAVE: Teorema da amostragem, interpolação, série de Fourier, bases não-ortonormais.

ABSTRACT

A lecture note introducing the sampling theorem as an interpolation method is presented. The relationship between piecewise linear approximation and the sampling theorem is highlighted by the use of triangular pulses instead of sampling functions. Furthermore, a comparison of the linear interpolation with a series on a nonorthogonal basis composed of equally spaced triangular pulses is provided. The interpolation uses the sample values of the function whereas the series coefficients are obtained by minimizing the quadratic error between the original function and the series.
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1 INTRODUCTION

The sampling theorem is usually interpreted as the result of an ideal filtering applied to a sequence of impulses modulated by the original signal values at specific instants of time (Burrus et al., 1998), (Carlson, 1975), (Chen, 1989), (Chui, 1997), (Kwakernaak and Sivan, 1991), (Oppenheim et al., 1983), (Lathi, 1965), (Rabiner and Schafer, 1978), (Sinha, 1991), (Therrien, 1992).

As an alternative way to introduce the sampling theorem, consider the following classroom problem: a sequence of equally spaced points of an unknown function is given in a Cartesian plot and the students are required to draw the best approximation to the function. Furthermore, a comparison of the linear interpolation with a series on a nonorthogonal basis composed of equally spaced triangular pulses is provided. The interpolation uses the sample values of the function whereas the series coefficients are obtained by minimizing the quadratic error between the original function and the series.
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The sampling theorem is usually interpreted as the result of an ideal filtering applied to a sequence of impulses modulated by the original signal values at specific instants of time (Burrus et al., 1998), (Carlson, 1975), (Chen, 1989), (Chui, 1997), (Kwakernaak and Sivan, 1991), (Oppenheim et al., 1983), (Lathi, 1965), (Rabiner and Schafer, 1978), (Sinha, 1991), (Therrien, 1992).

As an alternative way to introduce the sampling theorem, consider the following classroom problem: a sequence of equally spaced points of an unknown function is given in a Cartesian plot and the students are required to draw the best approximation to the function. Since the function is not known, this problem has not a closed solution but a good result could be obtained if the interpolation via the sampling theorem was used (see equation (14)).

To overcome the difficulties of drawing the sampling function (defined as \( S_a(t) = \sin(t)/t \)), the students are instructed to use a triangular approximation given in
Consider the solution of a set of linear equations, as shown:

\[ \epsilon(t) \triangleq f(t) - \sum_{k=\infty}^{\infty} c_k g_k(t) \]  

Any positive decreasing monotonic function could be used, but an interesting one is the quadratic error measure. In order to construct a good series approximation for a class of signals, some error criterion must be assumed. The problem of reconstructing a given real signal \( f(t) \) can be formulated as

\[ \min_{c_k} \langle \epsilon^2(t) \rangle \]  

where

\[ \epsilon(t) = f(t) - \sum_{k=\infty}^{\infty} c_k g_k(t) \]  

Note that \( \langle \epsilon^2(t) \rangle \) is a quadratic function with respect to \( c_k \), thus a strictly convex function with a global minimum. The optimal solution is then

\[ c_k = \frac{\langle f(t) g_k(t) \rangle}{\langle g_k^2(t) \rangle}, \quad k \in \mathbb{Z} \]  

Observe that \( \epsilon(t) \) is orthogonal to all \( g_k(t) \) elements of the basis.

## 3 Interpolation Method

Consider the set of orthogonal (with norm \( T \)) sampling functions

\[ g_k(t) \triangleq S_a \left[ \frac{\pi}{T} (t - kT) \right], \quad k \in \mathbb{Z} \]  

The projection of a signal \( f(t) \) on this set of functions can be done by determining the coefficients \( c_k \), that is

\[ f(t) = \sum_{k=-\infty}^{+\infty} c_k g_k(t) \]  

with

\[ c_k = \frac{1}{T} \int_{-\infty}^{+\infty} f(t) g_k(t) dt \]  

Since the integral of a function (from \( -\infty \) to \( \infty \)) can be computed as its Fourier transform at \( \omega = 0 \), one gets

\[ c_k = \frac{1}{T} \mathcal{F} \left[ f(t) S_a \left( \frac{\pi}{T} (t - kT) \right) \right] \bigg|_{\omega = 0} = \frac{1}{2\pi} \mathcal{F}[f(t)] * \mathcal{F} \left[ S_a \left( \frac{\pi}{T} (t - kT) \right) \right] \bigg|_{\omega = 0} = \frac{1}{2\pi} F(\omega) * [G(\omega) \exp(-j\omega kT)] \bigg|_{\omega = 0} \]

where \( \mathcal{F}[\cdot] \) is the Fourier transform of \([\cdot] \), \( G(\omega) \) is given by

\[ G(\omega) = \begin{cases} 0 & \text{for } |\omega| > \pi/T \\ 1 & \text{for } |\omega| < \pi/T \end{cases} \]

and * denotes the convolution operator.

Then

\[ c_k = \frac{1}{2\pi} \int_{-\pi/T}^{+\pi/T} F(\omega) \exp(j\omega kT) d\omega \]
If \( f(t) \) is band-limited, i.e. \( F(\omega) = 0 \) for \( |\omega| > 2\pi B \), 
\( B \) being the maximum frequency of the signal \( f(t) \), and also if \( T < 1/2B \), i.e. the sampling rate is greater than the double of the maximum frequency of \( f(t) \), \( c_k \) is given by

\[
c_k = \frac{1}{2\pi} \int_{-\infty}^{+\infty} F(\omega) \exp(j\omega kT) d\omega = f(kT) \tag{13}
\]

Note that equation (13) simply states that coefficients of the series in the sampling basis are the sample function values.

Finally,

\[
f(t) = \sum_{k=-\infty}^{+\infty} f(kT)S_k \left[ \frac{\pi}{T} (t-kT) \right] \tag{14}
\]

proving the well known sampling theorem:

“A band-limited signal (with \( B \) Hz as maximum frequency) can be entirely recovered from its equally spaced samples whenever the sample period \( T \) is less than \( 1/2B \)”.

It is worthwhile remarking that equation (14) is exactly the interpolation of \( f(t) \) obtained from the known values \( f(kT) \).

### 3.1 Linear Interpolation

In order to emphasize the interpolation aspects of the sampling theorem, the sampling function given in (7) might be approximated by a triangular pulse, that is

\[
\text{Tri} \left( \frac{\pi}{T} t \right) = \begin{cases} 
  t/T + 1 & \text{for } -T < t < 0 \\
  -t/T + 1 & \text{for } 0 < t < T \\
  0 & \text{otherwise} 
\end{cases} \tag{15}
\]

as shown in figure 1.

In this sense, to calculate

\[
f(t) \approx \sum_{k=-\infty}^{+\infty} f(kT)\text{Tri} \left[ \frac{\pi}{T} (t-kT) \right] \tag{16}
\]

it suffices to draw straight lines connecting each pair of consecutive sample values of the function, as illustrated in the following example. Consider

\[
f(t) = \sin(t) + \sin(\pi t) + \sin(2\pi t) \tag{17}
\]

yielding \( B = 1 \) Hz, and from the sampling theorem, \( T < 0.5 \) seconds. Figure 2 shows the resulting interpolation for a sample period fixed as \( T = 0.25 \) s.

Figure 1: \( S_k(\pi t) \) (dashed) and \( \text{Tri}(\pi t) \) (solid).

Note that the linear interpolation with sample period \( T = 0.25 \) s. (satisfying the sampling theorem) produces a good approximation to \( f(t) \). Of course, the quality improves as \( T \) decreases. Figure 3 shows the interpolation when the sampling function is used. The quality of the sampling reconstruction decreases near to the edges of the interval due to the non computation of the contribution of the samples outside of the interval.

### 4 TRIANGULAR SERIES

The aim of this section is to determine the coefficients resulting from the orthogonal projection of a function \( f(t) \) on a set of triangular pulses, and to compare them with the actual sample values \( f(kT) \). Note that the set of triangular pulses is not an orthogonal basis. Indeed, defining for \( k,l \in \mathbb{Z} \)

\[
I_{kl} \triangleq \int_{-\infty}^{+\infty} \text{Tri} \left[ \frac{\pi}{T} (t-kT) \right] \text{Tri} \left[ \frac{\pi}{T} (t-lT) \right] dt \tag{18}
\]

from the definition of \( \text{Tri}[\cdot] \) (see equation (15)), one gets

\[
I_{kl} = \begin{cases} 
  2T/3 & \text{for } k = l \\
  T/6 & \text{for } |k-l| = 1 \\
  0 & \text{otherwise} 
\end{cases} \tag{19}
\]

The determination of the projection coefficients on a nonorthogonal basis is more involved than in the orthogonal case. To evaluate the coefficients, consider the problem of representing \( f(t) \) with a finite \( 2N+1 \) dimensional basis. The quadratic error is given by

\[
\langle e^2(t) \rangle = \langle f^2(t) + c'g(t)g'(t) - 2f(t)c'g(t) \rangle \tag{20}
\]
where \( c \) is the vector of coefficients and \( g(t) \) is the vector of the basis functions (all vectors are column vectors, and \( x^T \) is the transpose of \( x \)). Then, the minimization of the quadratic error yields

\[
c^T = R^{-1}_N (f(t)g(t))
\]

where \( R_N \triangleq [(g(t)g'(t))] \). Note that, in the orthogonal case, \( R_N \) is a diagonal matrix, implying that the coefficients calculation is completely decoupled (see equation (6)). For the triangular pulses series, \( R_N \) always has three nonzero diagonal elements, since the triangular pulse overlaps only its adjacent pulses (see equation (19)). For example, \( R_1 \) (a basis with 3 elements) is given by

\[
R_1 = \frac{1}{6} T \begin{bmatrix} 4 & 1 & 0 \\ 1 & 4 & 1 \\ 0 & 1 & 4 \end{bmatrix}
\]

The inverse matrix \( Q_N \triangleq R^{-1}_N \) does not have the same structure, but (as it can be intuitively expected) its elements vanish as they become far apart from the main diagonal. It is possible to prove (see the appendix) that, as \( N \to +\infty \), the central row of \( Q_N \) converges.

For instance, \( c_0 \) (the coefficient of \( q_0(t) \)) is given by

\[
c_0 = q_0^a
\]

where \( q_0^a \) is the central row of matrix \( Q_N \) and \( a \triangleq \langle f(t)g(t) \rangle \). When \( N \to +\infty \), \( q_k \) can be obtained shifting \( q_0 \) by \( k \) positions.

Consider again the problem of approximating \( f(t) \) given in equation (17) inside the interval \([0, 3]\), using the set of functions \( q_k(t) \) as a nonorthogonal basis and \( T = 0.25 \). In order to obtain the coefficients \( c_k \), it suffices to determine the central row \( q_k^0 \) and to evaluate vector \( a \) inside an interval containing \([0, 3]\). In fact, an edge effect always occurs, since the coefficients near the borders have been calculated without considering the contributions of the components of vector \( a \) outside the interval. Table 1 shows vectors \( q_k^0 \), \( a \) and \( c \) for the example (only 13 nonzero elements were retained in row \( q_k^0 \), discarding values lower than \( 10^{-3} \)). The coefficients were computed by numerical integration using the trapezoidal method. Since the aim here is only to have a pictorial representation of the interpolation, values lower than \( 10^{-3} \) were neglected. Note that \( q_0 \) is symmetric around the central value 6.928.

Figure 4 shows the signal recovered using the triangular basis. Note that the signal recovered does not necessarily fit exactly the sample values \( f(kT) \) and, moreover, the area between the actual function \( f(t) \) and its reconstruction is smaller than the corresponding area in figure 2.

It is clear that the reconstruction of \( f(t) \) (band-limited) on the basis composed of sampling functions is better than the recovering of \( f(t) \) using the triangular pulses basis. Although the coefficients of both series have been obtained by minimizing the quadratic error, the sampling functions define a complete set for band-limited signals, which is not the case for the basis composed of triangular pulses. However, a different class of signals, like piecewise linear functions with break-points occurring at \( kT \) instants of time can be completely rep-
The sample values $f(kT)$ can be viewed as series coefficients on a basis of sampling functions. However, for the triangular series, the coefficients that minimize the quadratic error are not the sample values $f(kT)$.

The calculation of the coefficients in the triangular basis is numerically involving, due to the nonorthogonality of the triangular pulses. The quadratic error is minimized, but the reconstruction of the function does not necessarily fit the signal at $f(kT)$.

Table 1: $q_0$, $a$ and $c$ vectors for $f(t) = \sin(t) + \sin(\pi t) + \sin(2\pi t)$ and its sample values $f(kT)$.

<table>
<thead>
<tr>
<th>$q_0$</th>
<th>0.003</th>
<th>-0.010</th>
<th>0.036</th>
<th>-0.133</th>
<th>0.497</th>
<th>-1.856</th>
<th>6.928</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>0.100</td>
<td>0.432</td>
<td>0.357</td>
<td>0.135</td>
<td>0.210</td>
<td>0.271</td>
<td>0.011</td>
</tr>
<tr>
<td></td>
<td>-0.126</td>
<td>0.226</td>
<td>0.564</td>
<td>0.386</td>
<td>0.060</td>
<td>0.002</td>
<td></td>
</tr>
<tr>
<td>$c$</td>
<td>0.055</td>
<td>2.194</td>
<td>1.539</td>
<td>0.213</td>
<td>0.846</td>
<td>1.426</td>
<td>-0.050</td>
</tr>
<tr>
<td></td>
<td>-0.971</td>
<td>0.914</td>
<td>2.745</td>
<td>1.646</td>
<td>-0.058</td>
<td>0.030</td>
<td></td>
</tr>
<tr>
<td>$f(kT)$</td>
<td>0.00</td>
<td>1.955</td>
<td>1.479</td>
<td>0.389</td>
<td>0.842</td>
<td>1.242</td>
<td>-0.003</td>
</tr>
<tr>
<td></td>
<td>-0.723</td>
<td>0.909</td>
<td>2.485</td>
<td>1.599</td>
<td>0.089</td>
<td>0.141</td>
<td></td>
</tr>
</tbody>
</table>

5 CONCLUSION

The main point in this paper was to highlight the relationship between the sampling theorem and the linear interpolation process, using a convenient triangular pulse approximation for the sampling function.
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APPENDIX: PROPERTY OF A TRI-DIAGONAL MATRIX

Lemma: Consider the tri-diagonal matrix of dimension $M$ given by

$$B_M = \begin{bmatrix} b & 1 & 0 & \cdots & 0 & 0 & 0 \\ 1 & b & 1 & \cdots & 0 & 0 & 0 \\ 0 & 1 & b & \cdots & 0 & 0 & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\ 0 & 0 & 0 & \cdots & b & 1 & 0 \\ 0 & 0 & 0 & \cdots & 1 & b & 1 \\ 0 & 0 & 0 & \cdots & 0 & 1 & b \end{bmatrix}$$

with $b > 2$. As $N \to +\infty$, the central element $a_N$ of matrix $B_{2N+1}$ converges to

$$a_N \to \frac{1}{\sqrt{b^2 - 4}}$$

Proof: The central element $a_N$ is given by

$$a_N = [B_{2N+1}]^{-1}_{(N,N)} = \frac{d_{2N}^2}{d_{2N+1}} = \frac{d_N^2}{d_{2N+1}}$$

where $d_N$ is the determinant of matrix $B_N$. Moreover,

$$d_{N+2} = bd_{N+1} - d_N, \quad N = 1, 2, 3, \ldots$$

with $d_1 = b$ and $d_2 = b^2 - 1$. The eigenvalues of equation (27) are

$$\lambda_1 = b + \frac{\sqrt{b^2 - 4}}{2}, \quad \lambda_2 = b - \frac{\sqrt{b^2 - 4}}{2}$$
The solution of equation (27) is given by

\[ d_N = \left( \frac{\lambda_1}{\lambda_1 - \lambda_2} \right) \lambda_1^N + \left( \frac{\lambda_2}{\lambda_2 - \lambda_1} \right) \lambda_2^N \]  

(29)

Since \( \lambda_1 > 1 \) and \( 0 < \lambda_2 < 1 \), for \( N \) sufficiently large

\[ d_N \approx \left( \frac{\lambda_1}{\lambda_1 - \lambda_2} \right) \lambda_1^N \]  

(30)

implying that

\[ a_N \rightarrow \frac{1}{\lambda_1 - \lambda_2} = \frac{1}{\sqrt{b^2 - 4}} \]  

(31)
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