Optimal pest control problem in population dynamics
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Abstract. One of the main goals of the pest control is to maintain the density of the pest population in the equilibrium level below economic damages. For reaching this goal, the optimal pest control problem was divided in two parts. In the first part, the two optimal control functions were considered. These functions move the ecosystem pest – natural enemy at an equilibrium state below the economic injury level. In the second part, the one optimal control function stabilizes the ecosystem in this level, minimizing the functional that characterizes quadratic deviations of this level. The first problem was resolved through the application of the Maximum Principle of Pontryagin. The Dynamic Programming was used for the resolution of the second optimal pest control problem.
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1 Introduction

Pests are species that interfere with human activity or cause injury, loss, or irritation to a crop, stored product, animal, or people. Most methods of pest control, in agriculture, are based on chemical insecticides. The disadvantages of the application of these insecticides are: a) progressive reduction of efficiency
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due to increased resistance by pest insects; b) high negative impact over the beneficial insect population; c) reduction of natural pest control due to destruction of the pests natural enemies; d) new and more destructive pest surges; e) incidence of secondary pests; and/or new and different types of pests; f) chemical residues in crops; g) ecological accidents; h) long term chemical residues in the agricultural ecosystem; i) high number of accidents that intoxicate human beings and in some cases lead to their deaths [7].

The general definition of biological control is the of parasitoids, predators, or pathogens to maintain the density of an organism at a lower level than would occur without these natural enemies [2]. Van den Bosch et al. [16] defined applied biological control as the manipulation of natural enemies by man to control pests, and, natural biological control as control that occurs without man’s intervention.

From the ecological viewpoint, the specie is considered as a pest if its population surpasses the economic injury level, i.e. the pest population density level at which a insect (or other organism) induced damage can no longer be tolerated and therefore the level at or before which it is desirable to initiate control activities. Thus, the premise of classical control is a reduction and establishment of the pest population density at equilibrium level lower the economic injury level.

There are four major approaches to biological control in agricultural, greenhouse, and urban ecosystems to day are: 1) classical, which can be defined as the importation and establishment of natural enemies, which achieves control of the target pest with further assistance; 2) environmental manipulation, which encompasses a broad range of techniques including use of alternative prey, addition of the pest itself, use of attractants or subsidiary foods, and modifying cropping practices; 3) periodic augmentative releases of natural enemies, which provide an immediate or a delayed (through reproduction) effect on the pest population; and 4) preservation of existing natural enemy fauna through the development of minimally disruptive management techniques [5], [11]. There are many examples of success using of the biological control, such as the complex of imported parasites, which controls alfalfa weevil [15], or augmentative releases of natural enemies, which have been applied in greenhouses in Europe for control of many vegetables pests [11]. Unfortunately, there are also many cases where effective
exotic natural enemies simply haven’t been found or haven’t been successfully established in the target area. Due Thomas and Willis [15] less than 40% of introductions of biological agents against weeds and insects actually result in substantial control. In order for biological control to succeed, the dynamics of the pest and its enemy populations have to be understood.

Mathematical models more and more used for the study of agricultural problems, because with the use of simulation tools the system *environment – pest – natural enemies* can be understood better. This allows the researcher to have a general vision of the system and he can formulate and to accomplish computational experiments of the real system, operating only a model of the system, facilitating an economy of material expenses and time, when compared to real experiments. Besides, researchers of the area can make use of models to aid the accomplishment of field experiments, through the indication of the parameters, which should be observed.

More specifically, the use of the mathematical modeling, applied to the problems of biological pest control, allows a qualitative and quantitative evaluation of the impact between the pest and its natural enemies populations. Then, the mathematical modeling can be used as tool to project stable systems of the prey-predator or host-parasitoid type. This can be obtained seeking a natural enemy with such characteristics that supply stability to the system. The mathematics is useful in this case, for the possibility of the determination of the parameters’ area, in which the system is stable. Another form, in that the mathematical modeling can be used in the pest control, is the formulation of the optimal control strategy, through the dynamic manipulation of the control variables of the pest-natural enemy system.

As it was mentioned the ecological vision considers an insect as pest if and only if the amount of this insect causes economic injury in the crops. This vision can be good as base for the formulation of the optimal pest control problem. The optimal pest control in the prey – predator system has the purpose of maintaining the pest population in an equilibrium level below the economic injury level. The strategy of the biological pest control should satisfy to the following important conditions:

i) the *pest-natural enemy* ecosystem through the biological control should
arrive to an equilibrium state in that the pest population is stabilized in a level below the economic injury level and the natural enemies’ population is stabilized in the level enough to pest control;

ii) this equilibrium state of the controlled ecosystem has to be stable;

iii) the biological pest control has to be economic in the sense of minimization of the amount of applications in the ecosystem.

There are various studies of the application of the optimal control theory to the pest control [4], [8], [14]. Goh [9] used optimal control theory to formulate optimal feedback policies for some simple models. In these models the control functions don’t influence directly in the reproduction, competition and interaction processes.

Usually, in the population control, in general, and in the pest control, in particular, the great amounts of species are removed from the system during the period of application. These species don’t participate more in the reproduction, competition and interaction processes. To the opposite, the predator species are introduced in the system and they begin immediately to participate in the reproduction, competition and depredation processes. In this paper we introduce the control functions such way that allows to admit its influence in the reproduction, competition and interaction processes.

2 Formulation of the population control problem

Consider a general model of \( n \) interacting populations which is described by the set of differential equations:

\[
\frac{dx_i}{dt} = x_i f_i(x_1, x_2, \ldots, x_n) \quad i = 1, 2, \ldots, n \tag{2.1}
\]

where \( x_i(t) \) is density of population \( i \) in the instant \( t \); \( f_i(x_1, x_2, \ldots, x_n) \) are continuous functions of variables \( x_i \).

The system (2.1) describes the development of the population system without the control application. Let \( U_i(t) \) be a number of species retired from the system or introduced in the system in the instant \( t \). Let suppose that species of the \( n_1 \) first populations are retired from the system and species of the \( n - n_1 \) remaining
populations are introduced in the system. Equations that describe the dynamics of the system with application of the control, can be written in following form:

\[
\frac{dx_i}{dt} = (x_i - U_i) f_i(x_1 - U_1, x_2 - U_2, \ldots, x_n - U_n) - k_i U_i \\
\phantom{\frac{dx_i}{dt}} \quad \text{if } \quad i = 1, 2, \ldots, n_1,
\]

\[
\frac{dx_i}{dt} = (x_i + U_i) f_i(x_1 - U_1, x_2 - U_2, \ldots, x_n - U_n) + k_i U_i \\
\phantom{\frac{dx_i}{dt}} \quad \text{if } \quad i = n_1 + 1, n_1 + 2, \ldots, n.
\]

(2.2)

where \(k_i\) are positive constants that characterize the technical conditions of the application.

Let the control functions \(U_i(t)\) satisfy the constraints:

\[
0 \leq U_i \leq x_i \quad i = 1, 2, \ldots, n_1,
\]

\[
0 \leq U_i \quad i = n_1 + 1, n_1 + 2, \ldots, n
\]

(2.3)

Suppose it is desirable to have the retired population level below some threshold for this population, to have augmentation of number of introduced populations and to have a low cost in using the control variable. To make these objectives into account we use the weighted performance index:

\[
I = \sum_{i=1}^{n} c_i z_i(T)
\]

(2.4)

where

\[
z_i(t) = k_i \int_{0}^{T} U_i(t) dt + x_i(t), \quad \text{if } \quad i = 1, 2, \ldots, n_1,
\]

\[
z_i(t) = k_i \int_{0}^{T} U_i(t) dt - x_i(t), \quad \text{if } \quad i = n_1 + 1, \ldots, n,
\]

(2.5)

c_i are positive constants that characterize the weight of each type of the control; \(0\) and \(T\) are initial and final moments of the control application, respectively.
Minimizing the performance index (2.4) we are minimizing the values of the control functions and the retired population during the application period and we are maximizing the introduced population at final point.

The optimal control problem is to choose an admissible control program, which will drive the system (2.2) from the initial state

\[ x(0) = x_0, \quad y(0) = y_0. \]  

(2.6)
to terminal state such that the performance index (2.4) is minimized.

This optimization problem for dynamic system can be solved by application of the Maximum Principle [12].

For the sake of convenience, let us introduce new variables \( w \) and \( \xi_i \):

\[ w = \sum_{i=1}^{n} c_i z_i(t) \]  

(2.7)

\[ \xi_i = \begin{cases} x_i - U_i & \text{if } i = 1, 2, \ldots, n_1 \\ x_i + U_i & \text{if } i = n_1 + 1, n_1 + 2, \ldots, n \end{cases} \]  

(2.8)

A derivative of the function \( w \) is:

\[ \frac{dw}{dt} = \sum_{i=1}^{n_1} c_i \xi_i f_i(\xi_1, \xi_2, \ldots, \xi_n) - \sum_{i=n_1+1}^{n} c_i \xi_i f_i(\xi_1, \xi_2, \ldots, \xi_n) \]  

(2.9)

Adding the equations (2.9) to the system (2.2), we have a new formulation of the optimal control problem: choose admissible control variables \( U_i(t) \), which will drive the system (2.2), (2.9), (2.8) from the initial state (2.6) to terminal state such that the performance index

\[ I = w(T) \]  

(2.10)
is minimized.

Define the Hamilton function:

\[ H = \psi_0 \sum_{i=1}^{n} c_i \delta_i \xi_i f_i(\xi_1, \xi_2, \ldots, \xi_n) + \sum_{i=1}^{n} \psi_i [\xi_i f_i(\xi_1, \xi_2, \ldots, \xi_n) - \delta_i k_i U_i] \]

where

\[ \delta_i = \begin{cases} 1, & \text{if } i = 1, 2, \ldots, n_1, \\ -1, & \text{if } i = n_1 + 1, n_1 + 2, \ldots, n \end{cases} \]  

(2.11)
and where $\psi_0$ and $\psi_i$ are the adjoin variables determined by the following equations

$$\frac{d\psi_0}{dt} = \frac{\partial H}{\partial w} = 0$$

$$\frac{d\psi_i}{dt} = \frac{\partial H}{\partial x_i}, \quad i = 1, 2, \ldots, n,$$

(2.12)

final conditions:

$$\psi_0(T) = -1$$

$$\psi_i(T) = 0, \quad i = 1, 2, \ldots, n.$$  

(2.13)

Due the Maximum Principle [12] the optimal control functions maximize the function $H$. The necessary conditions for maximum of function $H$ are:

$$\frac{\partial H}{\partial U_i} = -\frac{\partial H}{\partial \xi_i} - k_i \psi_i = 0, \quad \text{if} \quad i = 1, 2, \ldots, n_1$$

$$\frac{\partial H}{\partial U_i} = \frac{\partial H}{\partial \xi_i} + k_i \psi_i = 0, \quad \text{if} \quad i = n_1 + 1, n_1 + 2, \ldots, n$$

(2.14)

From first equation of system (2.12) we have:

$$\psi_0 = \text{const.}$$

Applying the first final condition (2.13) we obtain:

$$\psi_0 \equiv -1$$

(2.15)

From the system (2.14) we have

$$\frac{\partial H}{\partial \xi_i} = -k_i \psi_i, \quad i = 1, 2, \ldots, n.$$  

On the other hand,

$$\frac{\partial H}{\partial x_i} = \frac{\partial H}{\partial \xi_i}, \quad i = 1, 2, \ldots, n$$

hence the second equation of the system (2.12) can be written:

$$\frac{d\psi_i}{dt} = k_i \psi_i \quad i = 1, 2, \ldots, n.$$  

(2.16)
The general solution of the equation (2.16) is:
\[ \psi_i = Ae^{kt}. \]

Applying the second final condition (2.13) we obtain: \( A = 0 \), and consequently:
\[ \psi_i \equiv 0 \] (2.17)

Applying (2.19), (2.21) and (2.22) to (2.15) we obtain:
\[ H = -\sum_{i=1}^{n} c_i \delta_i f_i(\xi_1, \xi_2, \ldots, \xi_{nn}) \] (2.18)

Now from (2.14) we obtain a system of \( n \) equations
\[ \sum_{i=1}^{n} c_i \delta_i \frac{\partial(\xi_i f_i)}{\partial \xi_j} = 0 \quad i = 1, 2, \ldots, n \] (2.19)

Using (2.8) and the values of \( \xi_i \), calculated from the system (2.19), we get:
\[ U_i(t) = \begin{cases} x_i - \xi_i & \text{if } x_i > \xi_i \\ 0 & \text{if } x_i \leq \xi_i \end{cases} \quad \text{for } i = 1, 2, \ldots, n_1. \] (2.20)

\[ U_i(t) = \begin{cases} \xi_i - x_i & \text{if } x_i < \xi_i \\ 0 & \text{if } x_i \geq \xi_i \end{cases} \quad \text{for } i = n_1 + 1, n_1 + 2, \ldots, n \] (2.21)

Consider the Lotka-Volterra [10], [17] model with competition between species. In this case we have:
\[ f_1(x_1, x_2) = a - \gamma x_1 - \alpha x_2 \]
\[ f_2(x_1, x_2) = \beta x_1 - \delta x_2 - b \] (2.22)

The equations (2.19) can be written
\[ c_1(a - \alpha \xi_2 - 2\gamma \xi_1) - c_2 \beta \xi_2 = 0 \]
\[ c_1 \alpha \xi_1 + c_2(-b + \beta \xi_2 - 2\delta \xi_2) = 0 \] (2.23)

Resolving (2.23), we obtain:
\[ \xi_2 = \frac{c_1a(c_1\alpha + c_2\beta) - 2c_1c_2b\gamma}{(c_1\alpha + c_2\beta)^2 + 4c_1c_2\gamma\delta} \]
\[ \xi_1 = \frac{c_2b(c_1\alpha + c_2\beta) + 2c_1c_2a\delta}{(c_1\alpha + c_2\beta)^2 + 4c_1c_2\gamma\delta} \] (2.24)
3 Application to optimal pest control in soybeans

We hope to illustrate the application of the proposed methodology to the optimal pest control in soybeans. As an example, consider the prey-predator relations between the soybean caterpillar (*Anticarsia gematalis*) and its predators (*Nabis spp, Geocoris, Arachnid, etc*). The Lotka-Volterra model coefficients were identified by Rafikov [13].

In Figure 1 the phase diagram of the optimal feedback control policy is displayed for the parameters $a = 0.216$, $\alpha = 0.0108$, $b = 0.173$, $\beta = 0.0029$, $c_1 = 1$, $c_2 = 1.78$, $k_1 = 1$, $k_2 = 2$. The values of $c_1$ and $c_2$ were chosen to establish the pest density level equal the threshold $x_d$ recommended by EMBRAPA ($x_d = 20$ pests/m² for the big soybean caterpillar with the length more than 1,5 cm). Densities equal and below these values don’t cause economic damages the soybean crops.

In Figure 1 the direct lines $x_1 = \xi_1$ and $x_2 = \xi_2$ are switching lines which divide the positive quadrant on four parts $A$, $B$, $C$ and $D$. In this case $\xi_1 = 19.3$ and $\xi_2 = 13.5$.

![Figure 1 – Optimal pest control problem of the soybean caterpillar-predator system.](image)

If the initial state is at $D$ the system has the control variables $U_2 = \xi_2 - x_2$ and $U_1 = 0$ until the solution intersects the switching line $x_1 = \xi_1$. At the point of intersection, the control variable $U_1$ is switched on and maintained at rates as $U_1 = x_1 - \xi_1$ until the state of the system reaches the equilibrium point $P$. 
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If the initial state is at $A$ the system is allowed to move with null control until the solution intersects the switching line $x_2 = \xi_2$. At the point of intersection, the control variable $U_2$ is switched on and maintained at rates as $U_2 = \xi_2 - x_2$ and the function $U_1 = 0$, and the system passes at $D$. If the initial state is at $B$ the system has the control variables $U_1 = x_1 - \xi_1$ and $U_2 = 0$ and there are two types of the solutions. One type of trajectories intersects the switching line $x_1 = \xi_1$ and system passes at $A$. Other type of trajectories at $B$ intersects the switching line $x_2 = \xi_2$ and the system passes at $C$, where the control variables are $U_1 = x_1 - \xi_1$ and $U_2 = \xi_2 - x_2$ until the state of the system reaches the equilibrium point $P$. To maintain the system in the equilibrium point $P$ it is necessary to attribute to the control functions the following values: $U_1 = 0, 67$ e $U_2 = 1, 59$. The control functions graphs for the initial conditions $x_{10} = 32$, $x_{20} = 16$ are in Figure 2.

![Optimal control functions](image)

Figure 2 – Optimal control functions for the initial conditions $x_{10} = 32$, $x_{20} = 16$.

The simulations for several values of the model parameters showed that the coefficients $k_1$ and $k_2$ don’t influence a lot in the long period dynamics of the system, and the alteration of the coefficients $c_1$ and $c_2$ influences in the dynamics of the system, altering the position of the equilibrium point.

The analysis of the control functions in Figure 2 allows to discuss the practical application of the biological or chemical control in the considered ecosystem. The curve of the control $U_1$ in the Figure 2 exhibits an abrupt decrease and after two days the pest population arrives to the wanted level. In this case the control function $U_1$ can be accomplished through application of the biological or chemical insecticide (that kills only this species type). After the insecticide ap-
plication, the predators’ introduction can be accomplished. There is technology that permits this introduction according to the algorithm above presented. There is a difficulty to accomplish the daily pest removal in small amounts $U_1$ (0.67 soybean caterpillar/square meter for the above presented example) after the second day of the control in order to maintain the system in the desired equilibrium point $(x_1^*, x_2^*)$. Then the process of the pest control is better to divide in two periods. In the first period (2 days for our example) the control should be accomplished according to the algorithm proposed in this section. In the second period the pest control has to be accomplished introducing only natural enemies. This problem is formulated and solved in the next section.

4 Optimal control through the natural enemies’ introduction

The objective of this section is to obtain the pest control strategy through natural enemies’ introduction. This control moves the system to the equilibrium state in that the pest density is stabilized without causing economic damages, and that the natural enemies’ population is stabilized in a level enough to control the pests. This problem is formulated for the prey-predator model which is a particular case of the model (2.1) when $n = 2$:

$$\begin{align*}
\frac{dx_1}{dt} &= x_1 f_1(x_1, x_2) \\
\frac{dx_2}{dt} &= x_2 f_2(x_1, x_2)
\end{align*}$$

(4.1)

where $x_1$ and $x_2$ are respectively prey and predators densities.

The optimal control strategy maintains the pest population at level $x^* = x_d$, and in this case the value $y^*$ is calculated from first equation of the system (4.1):

$$f_1(x_1^*, x_2^*) = 0$$

(4.2)

The model that describes the dynamics of the system with one control function can be written in the following way:

$$\begin{align*}
\frac{dx_1}{dt} &= x_1 f_1(x_1, x_2) \\
\frac{dx_2}{dt} &= x_2 f_2(x_1, x_2) + u* + u
\end{align*}$$

(4.3)

Comp. Appl. Math., Vol. 24, N. 1, 2005
In (4.3) the control function consists of two parts, feedback $u$ and feedforward $u^*$, which is determined as

$$u^* = -x_2^* f_2(x_1^*, x_2^*)$$  \hspace{1cm} (4.4)

Next, we will determine the optimal control strategy $u$ that drives the system (4.3) from any initial state to desired fixed point $(x_1^*, x_2^*)$ in such way that it minimizing the following functional:

$$J[u] = \int_0^\infty [Y^T Q Y + u^2] dt$$ \hspace{1cm} (4.5)

where $Y = \begin{bmatrix} x_1 - x_1^* \\ x_2 - x_2^* \end{bmatrix}$ and the matrix $Q = \begin{bmatrix} q_{11} & q_{12} \\ q_{12} & q_{22} \end{bmatrix}$ is a definitive positive matrix.

Due Dynamic Programming if the minimum exists and is a smooth function $S$ of the initial condition then it satisfies the Hamilton-Jacobi-Bellman equation [3]:

$$\min_{u \in U} \left( \frac{dS}{dt} + w \right) = \left( \frac{dS}{dt} + w \right)_{u=u_0} = 0.$$ \hspace{1cm} (4.6)

where

$$w = Y^T Q Y + u^2$$ \hspace{1cm} (4.7)

The equation (4.6) is partial differential equation and in the nonlinear case even if a smooth solution exist, the solution of the Hamilton-Jacobi-Bellman equation that satisfied the final condition

$$S(\infty) = 0$$ \hspace{1cm} (4.8)

is quite difficult. There are several methods for numerical solution of this problem.

The nonlinear optimal control problem (4.3)-(4.5) was resolved only for Lotka-Volterra prey–predator model (2.22) in [6], where the solution of the Hamilton-Jacobi-Bellman equation (4.6) was sought in analytic form

$$S(x, y) = v_1 \left( x - x^* - x^* \ln \left( \frac{x}{x^*} \right) \right) + v_2 \left( y - y^* - y^* \ln \left( \frac{y}{y^*} \right) \right)$$ \hspace{1cm} (4.9)
where $v_1$ and $v_2$ are positive constants and the optimal control function $u(t)$ for Lotka-Volterra prey – predator model (2.22) was found as [6]:

$$u = -\frac{v_2}{2} x_3 (x_3 - x_3^*)$$

(4.10)

To resolve the optimal control problem (4.3)-(4.5) in general case we will admit that the initial state of the controlled system (4.3) is closed of the desired equilibrium point, and we will consider the optimal control of the linearized controlled system

$$\dot{x}_1 = x_1^* f'_1(x_1^*, x_2^*) (x_1 - x_1^*) + x^* f'_1(x_1^*, x_2^*) (x_2 - x_2^*)$$

$$\dot{x}_2 = x_2^* f'_2(x_1^*, x_2^*) (x_1 - x_1^*) + (g(x_1^*, x_2^*) + f'_2(x_1^*, x_2^*)) (x_2 - x_2^*) + u$$

or

$$\dot{Y} = Ay + Bu$$

(4.11)

where

$$A = \begin{bmatrix} x_1^* f'_1(x_1^*, x_2^*) & x_1^* f'_1(x_1^*, x_2^*) \\ x_2^* g'_1(x_1^*, x_2^*) & g'(x_1^*, x_2^*) + x_2^* g'_1(x_1^*, x_2^*) \end{bmatrix}, \quad B = \begin{bmatrix} 0 \\ 1 \end{bmatrix}.$$ 

(4.12)

The optimal control problem (4.12), (4.5) is well known infinite time linear quadratic optimal control problem [1]. The optimal control is given by

$$u = -\frac{1}{2} B^T P Y$$

(4.13)

where $P$ the $2 \times 2$ constant, positive definite, symmetric matrix, is the solution of the nonlinear, matrix algebraic Riccati equation (ARE):

$$PA + A^T P - PBB^T P + Q = 0$$

(4.14)

To undergo the numeric simulations it was considered the same ecosystem with the prey-predator relations between the soybean caterpillar ($Anticarsia gematalis$) and its predators ($Nabis spp, Geocoris, Arachnid, etc.$) that was modeled in the previous section. It was supposed that the optimal strategy with two control functions was only applied in the two first days. When reaching
the density value 20.6 caterpillar/square meter, the control was only accomplished through the predators’ introduction according to the algorithm, presented in this section. The parameters of the Lotka-Volterra model used are $a = 0.216$, $\alpha = 0.0108$, $b = 0.173$, $\beta = 0.0029$. Considering desired equilibrium point $(20, 19.815)$ we have

$$ A = \begin{bmatrix} -0.002 & -0.216 \\ 0.05746 & -0.115 \end{bmatrix}. $$

Choose

$$ Q = \begin{bmatrix} 2 & 0 \\ 0 & 0.03 \end{bmatrix}, $$

than one obtains

$$ P = \begin{bmatrix} 5.1426 & -1.3506 \\ -1.3506 & 0.6766 \end{bmatrix}, $$

by solving ARE (4.15) using the LQR function in MATLAB, and obtains

$$ u = 1.3506(x_1 - 20) - 0.6766(x_2 - 19.815) \tag{4.16} $$

from (4.14).

Figure 3 presents the pest and predator population variations with the optimal control strategy (4.16) according to the above-referred algorithm.

Figure 3 – Pest (continue curve) and predator (dashed curve) population variations with the optimal control (4.16).
5 Discussion and conclusions

The process of the pest control was divided in two periods. In the first period (2 days for our example) the optimal pest control problem was formulated and resolved using two control functions. In the second period the pest control was accomplished introducing only natural enemies. The analysis of the population dynamics in the second period (See Figure 3) showed that the pest population grew in the third and fourth days. This can be explained through fact that the initial value of the predator population 12.4 in second period was smaller than the desired equilibrium level of predators 19.815 calculated through the formula (4.2). The introduction of the 7.415 predators/m² (the difference between 19.815 and 12.4) in the beginning of the second period can improve the dynamics of the pest control. Mathematically this means the alteration of the predator initial conditions. Figure 4 shows the pest and predator population variations with the predator initial conditions $x_{20} = 19.815$.

![Graph showing pest and predator population variations](image)

Figure 4 – Pest (continue curve) and predator (dashed curve) population variations with the predator initial conditions $x_{20} = 19.815$.

So the biological pest control consists of three stages: 1) the application of two control functions (the elimination of the pest population and the natural enemies’ introduction), 2) the natural enemies’ impulsive introduction to complete the desired equilibrium level, and 3) the natural enemies’ continuous introduction in order to maintain the stability of this level. It is observed that the above-presented
methodologies for first and third stages make use of the optimal control theory for non-impulsive systems. The natural enemies’ impulsive introduction in second stage indicates the future formulation of the problem in terms of the impulsive control theory.
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