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Abstract: One of the major challenges in sugarcane breeding programs is an efficient selection of genotypes in the initial phase. The purpose of this study was to compare modelling by artificial neural networks (ANN) and linear discriminant analysis (LDA) as alternatives for the selection of promising sugarcane families based on the indirect traits number of sugarcane stalks (NS), stalk diameter (SD) and stalk height (SH). The analysis focused on two models, a full one with all predictors, and a reduced one, from which the variable SH was excluded. To compare and assess the applied methods, the apparent error rate (AER) and true positive rate (TPR) were used, derived from the confusion matrix. Modeling with ANN and LDA can be used successfully for selection among sugarcane families. The reduced model may be preferable, for having a low AER, high TPR and being easier to obtain in operational terms.
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INTRODUCTION

Breeding is the basis underlying the entire sugarcane agribusiness. Improved cultivars allow an increase in sugarcane yields as well as enhanced raw material for sugar and alcohol production (Barbosa and Silveira 2012). The most important stage of sugarcane breeding programs is the beginning, called phase T1, when the first genotypes are selected. Thus, selection errors in T1 can foil the success of the entire program (Barbosa and Silveira 2012). In the early stages, selection among families is generally preferred when based on indirect traits (Falconer and Mackay 1996). The indirect traits stalk diameter (SD), number of stalks (NS) and stalk height (SH) are the most commonly used indirect traits to evaluate sugarcane yield and select the best families (Chang and Milligan 1992).

The individual BLUP (Best Linear Unbiased Predictor) (BLUPI) (Resende 2002) and individual simulated BLUP (BLUPIS) (Resende and Barbosa 2006) stand out among the statistical and genetic methods used to select superior materials in many sugarcane breeding programs at T1 stage. It is worth emphasizing that in the case of balanced data, selection by these methods can be simplified. In these cases, it is sufficient to select the families whose mean values exceed the general mean for the target variable real tons of stalks per hectare (TSHr).

However, to select the best families by these methods, all plants or experimental plots must be weighted integrally to obtain the target variable...
TSHr, restricting the selection within the best families in the ratoon phase and the number of families to be evaluated at a time. In other words, because of the time-consuming task, selection using these methods eventually jeopardizes selection in the later stages of the program.

A novel method that is being exploited for different purposes in plant breeding programs, although marginally, is the use of artificial neural networks (Zhou et al. 2011, Barbosa et al. 2011, Barroso et al. 2013, Nascimento et al. 2013, Bhering et al. 2015, Brasilheiro et al. 2015, Sant’Anna et al. 2015). This approach is based on principles of statistical learning and artificial intelligence. The basic principle of an artificial neural network is that by providing examples of the relationship between input and output variables, the neural network can be induced to “learn” how to relate these variables (Braga et al. 2000, Haykin 2001). In this way, we can use the variables SD, NS and SH as input variables of the network and the result of the selection process based on TSHr as output variable, in order to select the best families. The great advantage of using neural network modeling is that only a small part of the genotypes would have to be weighted, thus optimizing the selection process.

However, to verify the real efficiency of this technique, it should be compared with the normally applied selection method, based on the variable estimated tons of stalks per hectare (TSHe), as well as on other methodologies, as for example discriminant analysis. Similarly, in linear discriminant analysis we provide samples of traits of two populations or groups to establish a function that is the most discriminating between the populations (Cruz and Carneiro 2006). Thus, we can provide the variables SD, SH and NS of the selected and unselected families based on the selection for TSHr and establish a Fisher’s linear discriminant function to allocate new observations in one of the two groups (selected or unselected families).

The objective of this study was to compare modeling by artificial neural networks with Fisher’s linear discriminant analysis, after simulating and standardizing the input variables, as alternatives for selection among sugarcane families.

**MATERIAL AND METHODS**

**Plant material and phenotypic assessment**

The data of five experiments were used, carried out at the Center for Research and Improvement of Sugarcane (CECA), of the Federal University of Viçosa, in the district of Oratórios, Minas Gerais (lat 20° 25’ S; long 42° 48’W, alt 494 m asl). The experiments were arranged in randomized blocks, each with 5 replications and 22 families, totaling 110 families under evaluation. The experimental unit consisted of 20 plants, distributed in two 5-m long rows, spaced 1.4 m apart.

The following traits were evaluated: stalk height (SH) in meters, measuring one stalk per clump, from the base to the first visible dewlap; stalk diameter (SD), in centimeters, measured with a digital caliper at the third internode, counted from the stem base to the apex; total number of stalks per plot (NS) and real tons of stalks per hectare (TSHr), measured by weighing all stalks per plot.

To select the best, the families were weighted in each of the five experiments, and those with a TSHr above the overall experimental mean were selected. In this case, considering normal distribution, the selection rate was 50%. It worth mentioning that any other selection rate could be used, and that in practice the selection rate is lower, according to each breeding program. Here, the idea was only to check whether selection based on classification by ANN and LDA coincides with selection based on TSHr. For the same data set, Moreira and Peternelli (2015) showed that simulation can significantly optimize the performance of a learning technique. In the cited study, the classification technique of linear discriminant analysis was used, and the best results were obtained with 1000 simulated families.

In fact, 110 families is a restricted number to obtain models with generalization capacity, and thus additional values of SD, NS, SH and TSHr were simulated for 1000 families, producing synthetic data, as suggested by Moreira and Peternelli (2015). The values were simulated using the phenotypic mean and covariance structure of each of the five experiments used as training set for a particular scenario, as described below. The simulation was performed using the mvrnorm function of package Mass (Venables and Ripley 2002) implemented in software R (R Development Core Team 2013).

To avoid problems due to the scales, the variables NS, SH and SD were standardized for mean zero and variance one. The standardization was performed using the following expression:
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\[
Z_i = \frac{V_i - \bar{V}}{Sd(V)}
\]

where:

- \(Z_i\) is the \(i\)-th value of the standardized variable;
- \(V_i\) is the \(i\)-th value of the variable to be standardized;
- \(\bar{V}\) is the general mean of the variable to be standardized;
- \(Sd(V)\) is the standard deviation of the variable to be standardized.

Thus, at the end, the data set comprised standardized values of NS, SD, SH, and the result of the selection process via TShr \((Y = 0,\) if unselected or \(Y = 1\) if selected) for 1110 families in five different scenarios. Each \(i\)-th scenario was composed of 110 original families plus 1000 simulated families as basis for the \(i\)-th experiment, i.e., scenario 1 consisted of 110 original families plus 1000 simulated families based on the structure of means and covariances of experiment 1 and so on.

In all scenarios, the data set was divided into training and test observations. The training observations are used to adjust the classification rules and the test observations are used to evaluate these rules. In practice, there is no rule separating observations from training and testing. In this study, our interest was to manage to fit a selection model that would circumvent the problem of weighing in the field. To this end, we decided to use only one of the experiments (20% of families) for simulation and training. Thus, in each \(i\)-th scenario, the training observations were given by the information of the 22 families of the \(i\)-th experiment plus the information from the 1000 simulated families based on the phenotypic data of this \(i\)-th experiment. The test observations consisted of the 88 families corresponding to the other experiments.

It is important to emphasize that for the application of the learning techniques, the data of NS, SD and SH would have to be collected in all the experiments. The traits NS and SD are relatively simple to assess in the field, whereas the measurement of SH is a rather time-consuming task. Some reasons that complicate SH collection are: great diversity in stalk height within the same family, plant lodging and irregularities in stalk shape.

Thus, to obtain a selection model that would combine selection efficiency and operational simplicity, the analyses were processed with two different models. In model 1, called full, all explanatory variables, i.e., NS, SD and SH, were taken into consideration for fitting. In model 2, called reduced, the variables NS and SD were used, while SH was excluded.

### Modelling with artificial neural networks

For modeling using a neural network, two data sets are needed: a training set and a set for network testing. The first is used to adjust the synaptic weights and the second for the evaluation and performance stages of the network. In this study, the training set always corresponds to the experiment underlying the simulation, plus 1000 simulated families. The test set consists of the remaining experiments.

The network used in this study is a multilayer network (Multilayer Perceptron - MLP) with an intermediate layer between the input and the output layer (Hastie et al. 2009), as shown in Figure 1.

Mathematically, NS, SD and SH are the input variables \(Z_m\), where \(m = 1,2,\ldots,M\) are functions responsible for the weighted sum of the inputs. This weighting is done according to the parameters of the network \(W_i\), with \(i = 1,2,\ldots,I\); \(Y\) is the output of the network, i.e., the result of the selection process with the neural network (Hastie et al. 2009).

The activation function used to adjust the synaptic weights was the sigmoid function, given by:

\[
y(x;w) = \frac{1}{1 + e^{-x}}
\]

The network parameters, or weights, are estimated by

---

**Figure 1.** Diagram of an MLP network with an intermediate layer. NS (number of stalks), SD (stalk diameter) and SH (stalk height) are the input variables. \(Z_i\), with \(i = 1,2, M\) are the activation functions and \(Y\) is the output variable of the network.
minimizing the cross entropy, written as
\[ R(\theta) = - \sum_{i=1}^{N} \sum_{k=1}^{K} y_{ik} \log f_k(x_i). \]

The minimization is performed by the application of a decreasing gradient algorithm known as back-propagation (Hastie et al. 2009).

The process of network training consists of providing input and output values so that the network “learns” to relate them and thereby estimate the synaptic weights. However, to start the training process initial values for these weights must be provided. According to Venables and Ripley (2002), the initial values can be randomly chosen from a range that satisfies the following equation \( LS \max(|X|) \approx 1 \), where \( LS \) is the upper limit of the interval and \( \max(|X|) \) is the highest module value of the training set.

After the network is trained, it enters the test phase. At this stage, the network was applied to the test dataset and the results were confronted with those obtained by the selection of families with TSHr means exceeding the overall mean.

In the analysis with neural networks we used the nnet function of the nnet package (Venables and Ripley 2002), implemented in R software (R Development Core Team 2013).

Modeling with Fisher’s linear discriminant analysis

The discriminant functions were trained and estimated based on the training dataset, and the efficiency of the method was confirmed based on the respective test set to obtain the apparent error rate. We considered \( \Pi_i \), the groups (selected and unselected families) and \( \mu_i \) and \( \Sigma_i \), the vector of multivariate means, and the covariance matrix of these groups with \( i = 1, 2 \).

The most discriminating linear function between these populations or groups is called Fisher’s Linear Discriminant Function (Ferreira 2011), written as:
\[ D(X) = (\mu_1 - \mu_2)^T \Sigma^{-1}X. \]

Taking \( m = \frac{1}{2}[D(\mu_1) + D(\mu_2)] \) as the midpoint between the two univariate population means \( D(\mu_1) \) and \( D(\mu_2) \), the following classification rule was established:
\[ X \in \Pi_1 \text{ if } D(X) = (\mu_1 - \mu_2)^T \Sigma^{-1}X \geq m \]
\[ X \in \Pi_2 \text{ if } D(X) = (\mu_1 - \mu_2)^T \Sigma^{-1}X < m. \]

In practice, it is very difficult to know the mean vectors and covariance matrices. Thus, in most cases the estimators \( \mu_i \) and \( \Sigma_i \) are necessary (Ferreira 2011).

Thereafter, the parameters \( \mu_1 \), \( \mu_2 \) and \( \Sigma \) will be replaced by the respective estimators \( \bar{X}_1 \), \( \bar{X}_2 \) and \( S_e \). This will establish Fisher’s Linear Discriminant Sampling Function written as:
\[ D(X) = (\bar{X}_1 - \bar{X}_2)^T S_e^{-1}X \]

Taking \( m = \frac{1}{2}[D(\bar{X}_1) + D(\bar{X}_2)] \) as the midpoint between the two univariate sample means, a classification rule based on the samples can be established, which was used to classify the families in selected (\( \Pi_1 \)) and unselected (\( \Pi_2 \)), given by:
\[ X \in \Pi_1 \text{ if } D(X) = (\bar{X}_1 - \bar{X}_2)^T S_e^{-1}X \geq m \]
\[ X \in \Pi_2 \text{ if } D(X) = (\bar{X}_1 - \bar{X}_2)^T S_e^{-1}X < m. \]

where \( X \) is an observation vector containing the mean NS, SD and SH of the family to be classified.

Discriminant analysis was performed using R software (R development Core Team 2013).

Evaluation and comparison of methods

Confusion matrices were generated for the evaluation of the classifiers artificial neural network and linear discriminant analysis. A confusion matrix can effectively measure a classifier by showing the number of correct classifications using...
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the variable TSHr versus the number of classifications predicted by the classifier considered for each class based on the test set. A general scheme for the confusion matrix is shown in Table 1.

Several measures can be derived from the confusion matrix for the evaluation of the classifier. Specifically with regard to the selection of sugarcane families, we are interested in the apparent error rate (AER), which indicates the number of families classified incorrectly by the classification method considered. Another measure of interest is the true positive rate (TPR), which shows the percentage of correctly selected families by the studied classification method.

**RESULTS AND DISCUSSION**

As pointed out, the values for apparent error rate (AER) are low by both classifiers, the neural network (ANN) and discriminant analysis (LDA), when the full model (model 1) is used. For the classifier ANN, the mean AER was 0.0977, and 0.1366 for LDA. It is worth highlighting that a mean AER of 0.0977 indicates that on average only 09.77% of the families were misclassified. Although the absolute value of the mean AER of the classifiers suggests that ANN performs better than LDA, it should be emphasized that the confidence intervals constructed for the mean AER of these classifiers suggest that they are equal for the full model (Table 2, Figure 2).

With respect to the true positive rate (TPR), the two classifiers ANN and LDA also have a satisfactory performance when using the full model. The mean TPRs for the ANN and LDA models were 0.9378 and 0.8962, respectively. It is important to highlight that a TPR of 0.9378 indicates that the classifier under study also selected 93.78% of the families selected by the method considered ideal. As with the mean AER, the confidence intervals for the mean TPR of the classifiers suggest that the classifiers are statistically equal when the full model is used (Table 2, Figure 3).

For the reduced model, the classifiers ANN and LDA also had low AER values in all scenarios. In other words, the probability of a selection error by the classifiers is low in all scenarios. In this model, the mean AERs for the classifiers ANN and LDA were, respectively, 0.0954 and 0.1068. The confidence interval constructed for the mean of these classifiers indicates that they can be considered equal in the reduced model (Table 2, Figure 2).

Moreover, for the reduced model, the TPR was also high in all scenarios for both classifiers. This indicates that the classifier in use will also select most of the families selected by the method considered ideal. The mean TPRs in the

**Table 1.** General diagram of a confusion matrix (right) accompanied by some measures of interest derived from it (left)

<table>
<thead>
<tr>
<th>Predicted</th>
<th>Real</th>
<th>NS</th>
<th>S</th>
<th>Total</th>
<th>...</th>
<th>Measures of interest</th>
</tr>
</thead>
<tbody>
<tr>
<td>NS</td>
<td>TN</td>
<td>FP</td>
<td>N_1</td>
<td></td>
<td></td>
<td>TFP = FP / N_1</td>
</tr>
<tr>
<td>S</td>
<td>FN</td>
<td>TP</td>
<td>P_1</td>
<td></td>
<td></td>
<td>TVP = VP / P_1</td>
</tr>
<tr>
<td>Total</td>
<td>N</td>
<td>P</td>
<td>N</td>
<td></td>
<td></td>
<td>TEA = (FN + FP) / N</td>
</tr>
</tbody>
</table>

*NS = Not Selected; S = Selected; TN = True Negative; FP = False Positive; FN = False negative; TP = True Positive; AER = Apparent Error Rate; TPR = True Positive Rate and FPR = False Positive Rate. Real indicates selection by the method considered ideal (real tons of sugarcane per hectare) and Predicted shows selection with an alternative classification method (artificial neural network and linear discriminant analysis).

**Table 2.** Apparent error rate (AER) and true positive rate (TPR) for artificial neural networks (ANN) and linear discriminant analysis (LDA) in five different scenarios in two models: model 1 (full, with all predictors) and 2 (reduced, without the predictor stalk height)

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Method</th>
<th>Model</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>Mean</th>
<th>CI 95%</th>
</tr>
</thead>
<tbody>
<tr>
<td>AER</td>
<td>ANN</td>
<td>1</td>
<td>0.0795</td>
<td>0.0909</td>
<td>0.1136</td>
<td>0.1250</td>
<td>0.0795</td>
<td>0.0977</td>
<td>[0.0721; 0.1233]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>0.1022</td>
<td>0.0795</td>
<td>0.1136</td>
<td>0.1023</td>
<td>0.0795</td>
<td>0.0954</td>
<td>[0.0765; 0.1144]</td>
</tr>
<tr>
<td></td>
<td>LDA</td>
<td>1</td>
<td>0.1250</td>
<td>0.1250</td>
<td>0.1591</td>
<td>0.1477</td>
<td>0.1363</td>
<td>0.1386</td>
<td>[0.1202; 0.1570]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>0.1136</td>
<td>0.0909</td>
<td>0.1250</td>
<td>0.0909</td>
<td>0.1136</td>
<td>0.1068</td>
<td>[0.0879; 0.1257]</td>
</tr>
<tr>
<td>TPR</td>
<td>ANN</td>
<td>1</td>
<td>0.9574</td>
<td>0.9184</td>
<td>0.9184</td>
<td>0.9375</td>
<td>0.9574</td>
<td>0.9378</td>
<td>[0.9136; 0.9620]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>0.9167</td>
<td>0.9184</td>
<td>0.8979</td>
<td>0.9583</td>
<td>0.9362</td>
<td>0.9255</td>
<td>[0.8972; 0.9538]</td>
</tr>
<tr>
<td></td>
<td>LDA</td>
<td>1</td>
<td>0.9149</td>
<td>0.8979</td>
<td>0.8367</td>
<td>0.9167</td>
<td>0.9149</td>
<td>0.8962</td>
<td>[0.8538; 0.9386]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>0.9149</td>
<td>0.8979</td>
<td>0.8979</td>
<td>0.9167</td>
<td>0.8723</td>
<td>0.8999</td>
<td>[0.8778; 0.9221]</td>
</tr>
</tbody>
</table>
reduced model were 0.9255 and 0.8999, respectively, for the ANN and LDA classifiers. Note the closeness of the mean values, and in fact, the confidence interval for the mean of these classifiers suggests that they can be considered equal (Table 2, Figure 3).

Importantly, the exclusion of the SH variable from the set of explanatory variables did not lead to a significant performance loss of the classifiers. In other words, the results for AER and TPR in both classifiers were similar for both models (Table 2). The resulting confidence intervals suggested equality between the full and reduced models in all possible situations (Figures 3 and 4).

The low AER and high TPR values obtained by both classifiers and both models shows that ANN and LDA could be used successfully in the selection of sugarcane families. However, due to the greater ease of operation of the reduced model, it may be preferred. The great advantage of using this strategy for selection of sugarcane families is that it would be necessary to weigh only a small part of the genotypes. In this study, by weighing only one of five experiments (training experiment) there was an excellent generalization for the remaining four experiments (test experiments). Thus, it is evident that this strategy could considerably reduce the fieldwork, optimizing the selection process.

Of course, for the selection of the best families, NS and SD would have to be determined for all families. However, we assumed collecting these data would be simpler than the weighting of all the experimental plots. Differently from the results obtained in this study, in a diversity study of papaya (*Carica papaya* L) accessions of Barbosa et al. (2011), and in a study with simulated genotypic data of 10 populations in Hardy-Weinberg equilibrium by Sant!Anna (2015), the authors concluded that as classifier, the neural network is superior to conventional discriminant analysis.

In fact, Haykin (2001) reported that neural network models are more flexible and thus normally able to describe more general relationships in data than traditional models. On the other hand, linear discriminant analysis is only fully functional for linearly separable problems (James et al. 2013). Thus, the good results for discriminant analysis, the low apparent error rate and high true positive rate in this study indicate that the problem in question is linearly separable.

Despite the good results obtained with these classifiers, it is worth mentioning that other classification techniques can be applied. Among these, we can mention the classifiers k-nearest neighbors, support vector machines and decision trees, among others techniques.

**CONCLUSION**
Selection based on modeling with artificial neural networks or linear discriminant analysis shows high agreement with selection by TSHr and can be successfully used for selection among sugarcane families. The reduced model, which was adjusted according to the traits NS and SD, may be preferred over the full model, adjusted according to the traits NS, SD and SH, due to the greater ease of data collection in the field.
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