Artificial neural networks (ANN): prediction of sensory measurements from instrumental data
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Abstract
The objective of this study was to predict by means of Artificial Neural Network (ANN), multilayer perceptrons, the texture attributes of light cheesecurds perceived by trained judges based on instrumental texture measurements. Inputs to the network were the instrumental texture measurements of light cheesecurd (imitative and fundamental parameters). Output variables were the sensory attributes consistency and spreadability. Nine light cheesecurd formulations composed of different combinations of fat and water were evaluated. The measurements obtained by the instrumental and sensory analyses of these formulations constituted the data set used for training and validation of the network. Network training was performed using a back-propagation algorithm. The network architecture selected was composed of 8-3-9-2 neurons in its layers, which quickly and accurately predicted the sensory texture attributes studied, showing a high correlation between the predicted and experimental values for the validation data set and excellent generalization ability, with a validation RMSE of 0.0506.
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1 Introduction

Texture properties have been increasingly recognized as important attributes of quality, acceptability, and consumption of foods (SZCZESNIAK, 2002; YATES; DRAKE, 2007; CHILDS; DRAKE, 2009; ROGERS et al., 2010; BARDEN; DRAKE; FOEGEDING, 2012; SILVA et al., 2012a). Sensory descriptive methods have been used to determine which characteristics of cheeses are most desired by consumers and to differentiate types of cheeses in order to segment consumers according to their preferences (MURRAY; DELAHUNTY, 2000; BLEIBAUM et al., 2002; MEILGAARD; CIVILLE; CARR, 2006; CHILDS; DRAKE, 2009; BI; CHUNG, 2011; BARDEN; DRAKE; FOEGEDING, 2012). Although texture is by definition (INTERNATIONAL..., 1981) a sensory property, diverse studies (IRIGOYEN et al., 2009; 2012). Although texture is by definition (INTERNATIONAL..., 1981) a sensory property, diverse studies (IRIGOYEN et al., 2002; VAN HEKKEN et al., 2007; DONG, 2009; ROGERS et al., 2010; YANG et al., 2011, SILVA et al., 2012c; VIDIGAL et al., 2012) are found in literature on the use of instrumental techniques for the evaluation of texture.

Sensory texture of a food should be determined by sensory testing as no instrument or combination of instruments can fully replace the human senses. However, because sensory tests are expensive and time consuming, it is desirable to find instrumental measurements capable of predicting sensory measurements, and then routinely use them in industries (LASSOUED et al., 2008). Instrumental measurements may be preferred by the food industry, particularly due to routine quality control since they usually have a lower cost, can perform analyses faster, and are more easily controlled. They also present high data reproducibility, an important characteristic when the measurements must be performed in different industries (WILKINSON; YUKSEL, 1997; SCAMPICCHIO et al., 2006).

However, in order for instrumental measurements to replace sensory attributes, it is essential that they provide accurate predictions. This is achieved by first building a prediction model, based on the calibration of the instrumental measurements with sensory measurements of the same objects (WILKINSON; YUKSEL, 1997).

To model this relationship, traditional regression techniques based on multivariate statistics are typically employed. However, they are based on the linear nature of the variables and do not properly fit to the variables that exhibit nonlinear behavior, a fact commonly observed in data obtained through sensory tests (JOHNSON; WICHERN, 1998; DELLA LUCIA; MINIM, 2010).

Accordingly, one of the most promising alternatives to overcome this limitation is the application of artificial neural networks (ANN) since they are computational techniques well adapted to non-linear data (CHEN, 1991; NUI et al., 1991; DELLA LUCIA; MINIM, 2010). The ANN’s are composed of processing elements (nodes) or artificial neurons, arranged in a parallel, highly interconnected structure, which process information by means of forward dynamic responses to external stimuli (BAUGHMAN; LIU, 1995; HAYKIN, 2002). Such networks are based on the operation of the human brain, particularly its neurons; artificial units of the networks are interconnected by artificial synapses associated with weights (symbolized by an array of numbers) which store knowledge acquired by the network and can be adjusted by a learning...
process (BAUGHMAN; LIU, 1995; ZURADA, 1995; BRAGA; CARVALHO; LUDEMIR, 2000; HAYKIN, 2002).

In the feed-forward multi-layer perceptron considered in this paper, the nodes are arranged in several layers: an input layer containing one node for each independent variable, one or more hidden layers where the data are processed, and an output layer, containing one node for each dependent variable. The most widely used algorithm for weight adjustment is currently the error back propagation algorithm. This algorithm determines the contribution of each weight on the prediction error, according to the chain rule of differentiation, and adjusts the weight by a fixed proportion of that contribution. The back propagation algorithm, when used in combination with continuous nonlinear transfer functions such as the sigmoidal or logistic functions, has proven successful in a wide range of applications (HAYKIN, 2002; KUPONGSAK et al., 2004).

In the field of Sensory Analysis of Foods, specifically with respect to the study of the relationship between sensory and instrumental measurements, it is observed that are few studies addressing the application of ANNs. Thai and Shewfelt (1991) used an ANN for modeling the sensory quality of the color of peaches and tomatoes by means of mathematical relationships linking human sensory evaluations to physical measurements of color of these foods. Bardot et al. (1994) studied the correlation between sensory and instrumental data in the prediction of drink flavor from its chemical composition. Angerosa et al. (1996) applied this modeling tool to establish the correlation between sensory and instrumental data of olive oil. Boccorh and Paterson (2002), in order to rationalize the use of currant concentrate in beverage production from this fruit, produced an ANN model to predict the flavor intensity of currant concentrates from gas chromatography data. Dong (2009) applied back propagation neural network for evaluating sensory texture properties of cooked sausage.

Therefore, the objective of the present study was to predict sensory measurements from instrumental texture measurements of light cheescurds by modeling with ANNs, seeking to obtain fast and accurate information on the texture attributes perceived by trained judges.

2 Materials and methods

2.1 Experimental data

Samples

Sensory and instrumental measurements (Texture Profile Analysis, rotational and oscillatory tests) were used for the development of the ANN structure of nine formulations of light cheesesurds supplemented with whey protein concentrate (WPC) containing different concentrations of fat (F) and water (W). The composition of the different formulations was defined by the Central Composite Rotatable Design (CCRD) with two factors (fat and water) at two levels (2²), four axial points (2x2), and the central point (CP). The CP was repeated two times for a total of 11 tests (Table 1).

<table>
<thead>
<tr>
<th>Formulations</th>
<th>Fat (%)</th>
<th>Codes (x₁)</th>
<th>Water (%)</th>
<th>Codes (x₂)</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1</td>
<td>17.3</td>
<td>1</td>
<td>65</td>
<td>-1</td>
</tr>
<tr>
<td>F2</td>
<td>17.3</td>
<td>1</td>
<td>70</td>
<td>1</td>
</tr>
<tr>
<td>F3</td>
<td>10.2</td>
<td>-1</td>
<td>70</td>
<td>1</td>
</tr>
<tr>
<td>F4</td>
<td>10.2</td>
<td>-1</td>
<td>65</td>
<td>-1</td>
</tr>
<tr>
<td>F5</td>
<td>13.7</td>
<td>0</td>
<td>71</td>
<td>√2</td>
</tr>
<tr>
<td>F6</td>
<td>18.7</td>
<td>√2</td>
<td>67.5</td>
<td>0</td>
</tr>
<tr>
<td>F7</td>
<td>13.7</td>
<td>0</td>
<td>64</td>
<td>-√2</td>
</tr>
<tr>
<td>F8</td>
<td>8.7</td>
<td>-√2</td>
<td>65</td>
<td>-1</td>
</tr>
<tr>
<td>F9 *</td>
<td>13.7</td>
<td>0</td>
<td>67.5</td>
<td>0</td>
</tr>
</tbody>
</table>

* average central point.

The light cheescurd samples were processed utilizing the mass obtained by direct acidification of milk with lactic acid 85% PA at 70 °C, according to the technology described by Alves et al. (2007), in an open pan with mechanical agitation at 50 rpm. The addition of ingredients to the different formulations was controlled by a mass balance so that only the total fat and water contents varied. All samples were stored under refrigeration (7±1 °C) until analysis.

Characterization of the product

Instrumental analysis - The instrumental texture evaluation of the light cheescurds was performed by means of imitative (Texture Profile) and fundamental tests (rotational and oscillatory tests) at 10 °C. In the texture profile analysis (TPA), parameters of firmness, chewiness, gumminess, cohesiveness, and elasticity were obtained from the force × time curves generated during the test by the Blue Hill 2.0 software (Instron, United States, 2005), according to the method described in Gallina et al. (2008). Rotational and oscillatory tests were carried out in a rotational rheometer (HAAKE MARS, Thermo Electron Corp., Germany) equipped with a water bath (Phoenix 2C30P, Thermo Electron Corp., Germany), using a serrated parallel plates system PP 20S DIN (20 mm diameter) with a gap size set to 1 mm for all formulations. Rotational and oscillatory parameters assays were performed determining the parameters of yield stress (τ_y), apparent viscosity (η_app), and the elastic (G') and viscous component (G''). The tangent δ (G''/G'; G'/G'') was calculated at the frequency of 4.64 Hz.

Descriptive Analysis - Sensory characteristics of the formulations was performed using the conventional profile (Quantitative Descriptive Analysis), as described by Silva et al. (2012b). Intensities of the sensory attributes consistency and spreadability were evaluated by nine trained judges using the unstructured scale anchored by the terms weak (0) and strong (9), Table 2. The attributes consistency and spreadability were evaluated using a plastic spoon (visual evaluation). To evaluate the spreadability of the samples a saltine cracker was used. Refrigerated samples (10 °C) were presented to the panelists at room temperature (25 °C).
Table 2. Sensory texture attributes evaluated by the trained judges and their respective definitions.

<table>
<thead>
<tr>
<th>Attributes</th>
<th>Definitions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Consistency</td>
<td>Force necessary to spread the product with a spoon.</td>
</tr>
<tr>
<td>Spreadability</td>
<td>Ability to spread the cheese curd on a cracker with a spoon.</td>
</tr>
</tbody>
</table>

2.2 Modeling using artificial neural networks

In order to model the sensory-instrumental relationship of light cheesecurds, the ANN technique was applied to estimate sensory attribute measurements (consistency and spreadability) as a function of instrumental measurements (firmness, gumminess, chewiness, elasticity, cohesiveness, yield stress, apparent viscosity, and tangent δ). Therefore, the network built consisted of eight processing elements in the input layer and two processing elements in the output layer.

The back-propagation algorithm was used for the prediction of sensory attributes employed for supervised training of networks applying the Extended Delta-Bar-Delta rule (MINAI; WILLIAMS, 1990) that utilizes a heuristic for varying the learning rate and the time coefficient during training, which begins with values of 0.3 and 0.4, respectively (NEURALWARE, 2001); the activation function used was the sigmoid type. The network was developed using the commercial software NeuralWorks Professional II/Plus (Neuralware Inc., Pittsburg, PA, USA).

Initially, a set of 99 data points was obtained. A visual assessment of data dispersion showed that individual scores of some judges were quite distant from those of the other team and were therefore removed (LUNDAHL; Mc DANIEL, 1988, 1990). A final set of 72 data points was divided into two sub-sets used for training and validation of the ANN.

The validation set was defined randomly and consisted of data referring to the formulations F2, F3 and F4, and the remaining data made up the training set. Thus, 70% of the data were used for training and 30% for the validation phase.

The criterion for selecting the best network and determining the number of iterations for training the network is the lowest value of the square root of the mean squared error (RMSE - root mean square error) (Equation 1), later referred to only as error (RMSE) of the data set validation:

$$RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (x_i - \bar{x}_i)^2}$$

(1)

where \(n\) is the number of data pairs and \(x_i\) and \(\bar{x}_i\) are the experimental (also called desired values) and predicted values of the sensory attributes, respectively.

The RMSE of the training and validation steps, as well as the correlation coefficients \((r)\) and analysis of the scatter plot of residues between the experimental and predicted values for the selected network were used as a measurement of its performance.
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3 Results and discussion

3.1 Training the neural network

In order to improve the performance of the ANN, the original scores of the sensory attributes evaluated by the trained judges were transformed for variance reduction. Data transformation was performed using the mean and variance of the scores of sensory attributes assigned to the nine formulations of the light cheesecurds by the trained judges (NAYAK; DWIVEDI; SRIVASTAVA, 1993; SRIVASTAVA, 2003; KRISHNAMURTHY et al., 2007). According to this method, if the variance \((V_j)\) of the scores of the \(i^{th}\) attribute for the \(j^{th}\) formulation is greater than one, the data are transformed according to Equation 2:

$$T_{ijk} = \left(\frac{X_{ijk} - \bar{X}_j}{V_j}\right) + \bar{X}_j$$

(2)

where \(X_{ijk}\) is the score of the \(i^{th}\) attribute for the \(j^{th}\) formulation attributed by the \(k^{th}\) judge, \(\bar{X}_j\) is the average score of the \(i^{th}\) attribute for the \(j^{th}\) formulation, and \(T_{ijk}\) is the transformed score of the \(i^{th}\) attribute for the \(j^{th}\) formulation attributed by the \(k^{th}\) judge.

When \(V_j\) is less than one, the following transformation method can be used (Equation 3):

$$T_{ijk} = \left(X_{ijk} - \bar{X}_j\right) \cdot V_j + \bar{X}_j$$

(3)

Figure 1 shows the dispersion of original and transformed scores for the two sensory attributes evaluated. It is observed that there was a considerable reduction in the dispersion of data after transformation. This result was also confirmed by Krishnamurthy et al. (2007), when applying this transformation to reduce the variance of scores for the nine sensory attributes of ten different types of meat broth assessed by a trained team.

3.2 Selecting the best architecture of the network prediction

In order to determine the ANN configuration for the prediction of sensory measurements, the number of neurons in the first and second hidden layers varied from three to fifteen fixing the number of iterations and the division of the training and validation data sets and two hidden layers were tested.

Among various architectures tested that showed the minimum RMSE of the validation data was the architecture composed of two hidden layers with three neurons in the first hidden layer and nine in second hidden layer, and therefore this ANN configuration was selected for the present study (Figure 2).
Figure 1. Dispersion of original and transformed scores for the attributes of consistency and spreadability of light cheesecurds.

Figure 2. Architecture of ANN selected for prediction of sensory attributes of consistency and spreadability.
3.3 Selection of the best number of iterations

To get good performance from the ANN, it is essential to monitor the learning progress as a way to detect when a neural network is improperly trained, resulting in predictions with high RMSE or when it is excessively trained in order to memorize rather than generalize responses.

In the present study, in order to select the number of iterations for adequate training of the network, a network with 8-3-9-2 neurons in its layers was used, and data sets were divided as specified in Section 2.2 of the Materials and Methods. Thus, the network was trained for a large number of iterations, up to 1,000,000 epochs.

The RMSE of the training and validation data sets was determined simultaneously and at frequent intervals. It can be observed in Figure 3 that initially the RMSE decreases for both the training and the validation data sets after reaching a certain minimum; the error in the validation set begins to increase while the error of the training set continues to decrease to remain constant, and when the validation error begins to increase, the training of the network should be stopped. Thus, it appears that the number of iterations to properly train the network is 4,000 epochs. This is an important step since memorization of the network can be avoided.

3.4 Performance of the selected ANN

The RMSE values which characterize the performance of the selected network indicate that the network was properly trained since it exhibited a low error (0.0485) for the training phase, and it also showed good generalization capacity, considering the low value of the RMSE (0.0506) for the validation data set.

Figure 4 shows the graph of residues for the sensory attributes consistency and spreadability predicted by the ANN for the complete data set of available points, i.e., for the data set used for training and for the data set used for validation. The data listed from 1 to 50 correspond to the examples provided for the training of the network, and those from 51 to 72 are the data used for validation. It should be noted that the distribution of residues occurs randomly around the x-axis, showing no bias variation in the responses of the model.

Comparisons between the experimental and predicted values by the ANN for the validation data set are shown in Figure 5. It is observed that the experimental and predicted values for the attributes consistency and spreadability were highly correlated ($r > 0.9000$). Such correlations were also significant ($p < 0.0001$) by the F test, indicating a good agreement between these values and a good fit of the neural model to the behavioral relationship between the sensory and instrumental measurements.

The results obtained for the predicted values of the two attributes in question were considered excellent since they predicted the same scores of sensory attributes determined by means of a Quantitative Descriptive Analysis (QDA), and in this case it is determined whether there was an agreement between the rating scores of the judges with limited accuracy due to the
increased and spreadability decreased, characterizing a more firm cheesecurd formulations. Therefore, although it was verified that cohesiveness and apparent viscosity caused major changes in the output variables. Figure 6 shows that by varying only the apparent viscosity of the formulations and maintaining all other independent variables constant, it is possible to obtain accurate information on the behavior of cohesiveness and spreadability of the light cheesecurds studied.

A similar result was found by Angerosa et al. (1996), who observed a significant correlation between the predicted and experimental values ($R^2 = 0.874$, $p = 0.05$) of the scores attributed by the trained judges who evaluated the sensory quality of virgin olive oil from gas chromatography data employing the ANN technique to model the relationship between sensory and instrumental measurements.

Boccorh and Paterson (2002) also found a good correlation ($0.68 \leq r \leq 0.89$) between gas chromatography data (instrumental measurement) and the flavor intensity of concentrated blackcurrant beverages by modeling applying ANN.

4 Conclusion

The selected and trained multilayer perceptron network enabled highly accurate prediction of the measurements of the sensory attributes studied. The network configuration with 8-3-9-2 neurons in its layers was the one that best fit to the problem investigated, showing great ability for generalization, with a validation RMSE of 0.0506 and high correlation ($r > 0.9000$) between the predicted and experimental values data for the validation data set.

It appears that the ANN technique showed great potential for modeling the relationship between sensory and instrumental measurements with advantages such as accuracy and simplicity, and it can also provide accurate and rapid responses to new information that were not previously detected during its training.
Thus, it was found that the final prediction model of the instrumental sensory measurements, obtained by means of this modeling tool, can be a promising alternative for industrial applications and can quickly and inexpensively predict the same result obtained by a trained team.
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