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Abstract

Introduction: The accurate evaluation of error of measurement (EM) is extremely important as in growth studies as in clinical research, since there are usually quantitatively small changes. In any study it is important to evaluate the EM to validate the results and, consequently, the conclusions. Because of its extreme simplicity, the Dahlberg formula is largely used worldwide, mainly in cephalometric studies. Objectives: (I) To elucidate the formula proposed by Dahlberg in 1940, evaluating it by comparison with linear regression analysis; (II) To propose a simple methodology to analyze the results, which provides statistical elements to assist researchers in obtaining a consistent evaluation of the EM. Methods: We applied linear regression analysis, hypothesis tests on its parameters and a formula involving the standard deviation of error of measurement and the measured values. Results and Conclusion: we introduced an error coefficient, which is a proportion related to the scale of observed values. This provides new parameters to facilitate the evaluation of the impact of random errors in the research final results.
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INTRODUCTION

In biological research, it is not often possible to assess quantitative measurements directly from living beings. Therefore, indirect methods are used and it is necessary to evaluate their effectiveness when compared with other methods. It is not possible to state which one is more accurate, but it is feasible to compare the agreement levels. The standard method is usually called “Gold Standard”, however, this does not mean that there is no error.¹ The randomized sample is one of the most important approaches to reduce bias. In another way, measure replications can be a good method to quantify and control random errors. The results of a trial might not be reliable if no
satisfactory control of the error of measurements was performed. In dentistry, in order to interpret the results of a study, the author has to consider how imprecise it is to trace landmarks. In both studies of growth and in clinical trials, the changes are subtle, which makes the error of the method quite important. In order to evaluate the variance of error between researches, several authors suggested the formula proposed by Dahlberg in 1940. This method assumes that the sample has a normal distribution and, mainly, there is no bias (systematic error).

Furthermore, the connections between error of measurement (EM) and misinterpretation of the results were not mentioned. In any research project, it is important to reduce the EM as much as possible, mainly when changes in measures were small comparing with the original scale of data. This wariness allows that the results, and consequently, the conclusions, can be validated.

There is almost no reference to decide if some amount of error can be considered acceptable or not. In several papers the interpretation of the result is empirical or it is based on the personal experience of the investigator. According to Midtgard, Bjork, Linder-Aronson and Battagel, the error of variance should be ideally less than 3% of the total variance. However, Midtgard, Bjork and Linder-Aronson stated that it is almost impossible to have a variance of error less than 10% of the total variance. Baumrind and Frantz reported that differences of measures derived from a patient should be at least the double of the standard deviation of the error of measurement. In this way, they can be considered as treatment results.

Although several studies reported few changes during a treatment, it is important to evaluate these changes properly. EM can be reduced but not totally eliminated. If therapeutic changes were small, EM can significantly influence the inference of the evaluated differences. Therefore, there is a need to elaborate methodologies to analyze and interpret the effects of the EM in the changes observed during the treatment. Actually, there is no agreement about this subject in the literature.

Regression analysis allows the assessment of systematic and random errors. It also permits a very intuitive visual evaluation of the results through a scatter plot chart and an optimum fitted line to these points. Further information about regression analysis can be found in the study of Wackerly, Mendenhall III and Scheaffer.

Due to its simplicity, the Dahlberg formula is frequently applied in dental research, in spite of other methods and different approaches to analyze the error, such as the one proposed by Martelli Filho et al. The aims of this paper were: To interpret the meaning of the Dahlberg formula proposed in 1940, to compare it to linear regression analysis and to propose a simple method to analyze the results of this formula.

**MATERIAL AND METHODS**

For the EM study, data sets of masters thesis in dentistry were kindly provided by their authors.

**Data sets**

1) From an initial sample of 20 orthodontic dental casts, the lingual shape of the arch was evaluated by using X and Y coordinates, resulting in 40 coordinates. Ten were re-measured to evaluate the EM.

2) This study was based on 17 adult patients under orthodontic treatment, whom had magnetic resonance imaging taken in three different occasions. The tipping of anterior teeth (canine to canine) was measured using the author’s own method. From these sample, 4 patients had these inclinations re-measured by the same researcher generating a set of 12 samples with duplicate measures for 5 different teeth.
**Methods for error analysis**

**Dahlberg formula**

The Dahlberg\(^6\) formula is defined as:

\[
D = \sqrt{\frac{\sum_{i=1}^{N} d_i^2}{2N}}
\]

\(d_i\) is the difference between the first and the second measure, and \(N\) is the sample size which was re-measured.

Assume the model \(Z_{ij} = u_i + \varepsilon_{ij}\), where \(i\) is the sample index (\(i=1, 2, 3, \ldots, N\)), \(j\) is the measure index (1\(^{st}\) measure, 2\(^{nd}\) measure), \(Z_{ij}\) is the observed measure, \(u_i\) is the actual measure and \(\varepsilon_{ij}\) the EM.

Regarding the EM, it is assumed that the expectation is \(E(\varepsilon_{ij}) = 0\) and the variance \(VAR(\varepsilon_{ij}) = \delta_{ij}^2\). Thus, one probable quantification of the EM is its respective standard deviation \(\delta_{ij}\), or, \(\delta_{\varepsilon}\). In other words, the smaller the standard deviation the smaller will be the error of method.

Observing the difference between the second and the first measure, we have:

\[d_i = Z_{i2} - Z_{i1}\]

so

\[Var (d_i) = Var (\varepsilon_{i2} - \varepsilon_{i1}) = 2\delta_{ij}^2\]

In this way, if we assume that there is no bias (systematic error), one intuitive estimator for \(2\delta_{ij}^2\) could be:

\[2\delta_{ij}^2 = \sum d_i^2 / N\]

and therefore,

\[\delta_{ij}^2 = \sum d_i^2 / 2N\]

Thus, the quantity

\[\delta_{ij} = \sqrt{\sum_{i=1}^{N} d_i^2 / 2N}\]

is exactly the formula Dahlberg proposed in 1940. This estimator of standard deviation of the EM is largely used in orthodontic research and gives us the root of the mean squared error (SSE), being equivalent to standard deviation of this error in case of no bias (systematic error),\(^6\) i.e., if the mean of errors is equal to zero.

Note that Dahlberg error is extremely sensitive to bias, since any mean deviation between the two measures will be incorporated. Besides, the Dahlberg formula presumes equality, not only between the means of the first and second measures but also of their variances. This second kind of systematic error, named “bias of slope”, will be more detailed in the next section. In summary, Dahlberg error does not distinguish between systematic and random errors, making it difficult to interpret the results.

**Regression model**

Several biological phenomena can be explained by mathematical models. Regression analysis describes a straight line as a relation function between two variables in a set of data. It is necessary to find the best line to fit this relation. The equation of the line is:

\[Y = \beta_0 + \beta_1 X\]

\(\beta_0\) is the intercept (value of \(Y\) when the line crosses the \(X\) axis) and \(\beta_1\) is the slope coefficient of the line.

For a linear regression model, it includes a random error, and thus, we have:

\[Y_i = \beta_0 + \beta_1 X_i + n_i\]
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where \( n_i \) has mean zero and variance \( \delta^2_n \). Details about the estimation process and test of hypothesis for parameters \( \beta_0 \) and \( \beta_1 \) can be found in the study of Wackerly, Mendenhall III and Scheaffer.\(^{11}\)

For dentistry, considering \( Y_i \) and \( X_i \) as the values for the i-th sample at first and second measures (i.e., \( Y_i = Z_{i1} \) and \( X_i = Z_{i2} \)), the case without any bias or EM occurs if \( \beta_0 = 0, \beta_1 = 1 \) and \( \delta^2_n = 0 \). One illustrative example of this case is in Figure 1A, in which a straight line has fitted perfectly to the points.

In Figure 1B, the points do not fit perfectly to the straight line. In this case, the best fit in the least-squares criterion minimizes the sum of squared residuals. Residual is the vertical distance between the observed point and the fitted line.\(^{11}\) Note also that the fitted line does not cross the origin, i.e., \( \beta_0 \) is different of zero, showing a bias in the mean of the error. It can be also noticed in Figure 1B that the inclination of the line is not 45°, which means that there is a slope bias, i.e., \( \beta_1 \) is different of 1. These two types of systematic errors can occur at the same time or not, and this Figure is only for illustrative purposes.

In practice, due to random fluctuations, the estimation of \( \beta_0 \) and \( \beta_1 \) coefficient will hardly be equal to one and zero, respectively. Thus, it is necessary to perform statistical tests to detect systematic errors. In these cases, t-statistics of estimators\(^5\) of \( \beta_0 \) and \( \beta_1 \) can be used, testing the null hypothesis for \( \beta_0 = 0 \) (mean bias) and \( \beta_1 = 1 \) (slope bias), respectively. These measures come from regression analysis and can be found in the study of Wackerly, Mendenhall III and Scheaffer.\(^{11}\)

If there is no systematic error, then \( Z_{i1} \) can be written as \( Z_{i1} = Z_{i2} + n_i \).

Moreover, as \( Z_{i2} = \mu_i + \varepsilon_{i2} \), we have \( \mu_i + \varepsilon_{i2} + n_i = \mu_i + \varepsilon_{i1} \), then \( \varepsilon_{i1} = \varepsilon_{i2} + n_i \) and, so, \( n_i = \varepsilon_{i1} - \varepsilon_{i2} \), being \( \varepsilon_{i1} = \) first measure error and \( \varepsilon_{i2} = \) second measure error.

As,

\[
\delta^2_n = \text{Var}(n_i) = \text{Var}(\varepsilon_{i1}) + \text{Var}(\varepsilon_{i2}) = 2\delta^2_{\varepsilon},
\]

being \( \delta^2_{\varepsilon} \) the error of variance of the regression analysis, which the estimator is denoted by \( \delta^2_n \).

---

**FIGURE 1** - A) 45 degree slope regression line fitted to the points. B) Regression line with mean bias, inclination and EM.
By calculating the square root of this coefficient, we have a measure equivalent to Dahlberg error, i.e.,

\[ \delta_e = \frac{\hat{\delta}_n}{\sqrt{2}} \]

Despite this, the formula will only be valid in case of no slope bias. One general formula in cases with systematic errors is given by:

\[ \delta_e = \frac{\hat{\delta}_n}{\sqrt{1+\hat{\beta}_1^2}}. \]

Evaluation of found errors

If we assume that any distance can be described as the true distance plus an error, which has a Gaussian distribution, we have:

\[ Z_{1i} = \mu_i + \varepsilon_{1i} \text{ and } Z_{2i} = \mu_i + \varepsilon_{2i}, \text{ where } \varepsilon_i \sim N(0, \delta^2_e). \]

From the statistics theory, we know that 95% of the data from one randomized sample with normal distribution have the mean between \( \mu_i - 1.96 \delta^2_e \) and \( \mu_i + 1.96 \delta^2_e \). Thus,

\[ P = \frac{1}{2N} \left( \sum_{i=1}^{N} \frac{1.96 \delta^2_e}{|Z_{1i}|} + \sum_{i=1}^{N} \frac{1.96 \delta^2_e}{|Z_{2i}|} \right) \]

where \( N = \) is the number of data re-measured,
\( \hat{\delta}_e = \) standard deviation estimator of the EM,
\( Z_{1i} = \) first measure,
\( Z_{2i} = \) second measure.

This indicates that the ratio between EM and the observed measures is smaller than \( P \) in approximately 95% of the sample. Note that \( P \) is a proportion of the error related to the measured value, i.e., a percentage. This property makes it easier to interpret the results, since the reliability can be expressed in terms of a proportion (i.e., 10%, 25%, etc). Note the original Dahlberg formula does not use this feature as it does not consider the total value of the original measures, but just the difference between them. The same absolute value of error in a sample with small measures has greater influence than in one with big measures.

RESULTS

The first set of data and their results are shown in Table 1 and 2 and Figure 2.

In approximately 95% of the cases the EM is in average less than 0.69% of the value from the observed measures. Note that under a significance level of 5% (Type I error) there is no mean (p-value=0.820) or slope (p-value=0.775) bias.

For the second set of data, the observed measures are shown in Table 3 and 4 and the results in Table 5 and Figure 3.

In this case, the error ratio (\( P \)) ranged from 9.38% to 125.88%. The biggest error ratio was found in tooth #11 and the smaller in tooth #22. Analyzing the systematic error test under a significance level of 5% (\( \beta_0=0 \) and \( \beta_1=1 \)), it can be concluded that there were mean (p-value=0.029) and slope (p-value=0.043) bias for tooth #23.

DISCUSSION

The formula proposed by Dahlberg in 1940 assumes no systematic error in mean (\( \beta_0 \)) or in slope (\( \beta_1 \)). Nevertheless, the results obtained through regression analysis do not require these assumptions. Moreover, it also allows an intuitive analysis of the error using a scatter plot chart and a fitted line as shown in Figure 2. This scatter plot chart can be easily built with a Microsoft Excel chart builder, which permits a visual analysis of the measures before sending the data to a more elaborated statistical analysis. In this chart, we can see that the straight line fitted almost perfectly to data set 1, which means that the errors are very small. The results confirm that the EM is extremely small...
TABLE 1: Dahlberg error formula.

<table>
<thead>
<tr>
<th>X1</th>
<th>X2</th>
<th>d</th>
<th>d²</th>
</tr>
</thead>
<tbody>
<tr>
<td>37.44</td>
<td>37.36</td>
<td>-0.08</td>
<td>0.0064</td>
</tr>
<tr>
<td>35.5</td>
<td>35.79</td>
<td>0.29</td>
<td>0.0841</td>
</tr>
<tr>
<td>37.02</td>
<td>37.06</td>
<td>0.04</td>
<td>0.0016</td>
</tr>
<tr>
<td>40.47</td>
<td>40.3</td>
<td>-0.17</td>
<td>0.0289</td>
</tr>
<tr>
<td>36.82</td>
<td>36.82</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>36.01</td>
<td>35.98</td>
<td>-0.03</td>
<td>0.0009</td>
</tr>
<tr>
<td>34.61</td>
<td>34.32</td>
<td>-0.29</td>
<td>0.0841</td>
</tr>
<tr>
<td>39.44</td>
<td>39.39</td>
<td>-0.05</td>
<td>0.0025</td>
</tr>
<tr>
<td>37.17</td>
<td>36.84</td>
<td>-0.33</td>
<td>0.1089</td>
</tr>
<tr>
<td>39.29</td>
<td>39.13</td>
<td>-0.16</td>
<td>0.0256</td>
</tr>
</tbody>
</table>

Table 1 - Dahlberg formula – a novel approach for its evaluation.

Table 2 - Comparison between the results of the Dahlberg formula and regression analysis. P is the percentage of calculated error.

<table>
<thead>
<tr>
<th></th>
<th>Error Estimated β_0</th>
<th>p-value (1)</th>
<th>Estimated β_1</th>
<th>p-value (2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dahlberg</td>
<td>0.131</td>
<td>-</td>
<td>0.197</td>
<td>-</td>
</tr>
<tr>
<td>Regression</td>
<td>0.131</td>
<td>-0.299</td>
<td>0.820</td>
<td>1.01</td>
</tr>
<tr>
<td>P</td>
<td>0.691%</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Systematic Error Test: (1) = mean bias; (2) = slope bias; A = paired t-test.

Table 3: Second set of data: first measure Z₁ (# = tooth number).

<table>
<thead>
<tr>
<th>Obs (i)</th>
<th>Measure</th>
<th>#12</th>
<th>#11</th>
<th>#21</th>
<th>#22</th>
<th>#23</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.2-in</td>
<td>6.8</td>
<td>4.5</td>
<td>6.2</td>
<td>8.2</td>
<td>-2.8</td>
</tr>
<tr>
<td>2</td>
<td>0.019 x 0.025-in</td>
<td>9.4</td>
<td>0</td>
<td>2.4</td>
<td>6.7</td>
<td>-1</td>
</tr>
<tr>
<td>3</td>
<td>0.021 x 0.025-in</td>
<td>9.6</td>
<td>2.8</td>
<td>3.3</td>
<td>6.9</td>
<td>-0.9</td>
</tr>
<tr>
<td>4</td>
<td>0.02-in</td>
<td>5.8</td>
<td>6</td>
<td>5</td>
<td>4.8</td>
<td>-5.6</td>
</tr>
<tr>
<td>5</td>
<td>0.019 x 0.025-in</td>
<td>6.6</td>
<td>8.9</td>
<td>5.9</td>
<td>4.4</td>
<td>-7.4</td>
</tr>
<tr>
<td>6</td>
<td>0.021 x 0.025-in</td>
<td>5.1</td>
<td>5</td>
<td>4.3</td>
<td>4.1</td>
<td>-7.5</td>
</tr>
<tr>
<td>7</td>
<td>0.02-in</td>
<td>7.5</td>
<td>4.2</td>
<td>4.4</td>
<td>4.9</td>
<td>-6.6</td>
</tr>
<tr>
<td>8</td>
<td>0.019 x 0.025-in</td>
<td>7.9</td>
<td>5.9</td>
<td>5.7</td>
<td>4.7</td>
<td>-8.2</td>
</tr>
<tr>
<td>9</td>
<td>0.021 x 0.025-in</td>
<td>10</td>
<td>7.8</td>
<td>5.3</td>
<td>5.6</td>
<td>-10</td>
</tr>
<tr>
<td>10</td>
<td>0.02-in</td>
<td>12.4</td>
<td>16.8</td>
<td>16.6</td>
<td>11</td>
<td>-0.9</td>
</tr>
<tr>
<td>11</td>
<td>0.019 x 0.025-in</td>
<td>18.1</td>
<td>18</td>
<td>15.1</td>
<td>13.2</td>
<td>-2.1</td>
</tr>
<tr>
<td>12</td>
<td>0.021 x 0.025-in</td>
<td>14</td>
<td>15.5</td>
<td>11.6</td>
<td>9.5</td>
<td>-3.1</td>
</tr>
</tbody>
</table>

Table 4: Second set of data: second measure Z₂ (# = tooth number).

<table>
<thead>
<tr>
<th>Obs (i)</th>
<th>Measure</th>
<th>#12</th>
<th>#11</th>
<th>#21</th>
<th>#22</th>
<th>#23</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.02-in</td>
<td>7.8</td>
<td>0.1</td>
<td>4.8</td>
<td>8.4</td>
<td>-1.1</td>
</tr>
<tr>
<td>2</td>
<td>0.019 x 0.025-in</td>
<td>11.4</td>
<td>0</td>
<td>3.2</td>
<td>6.7</td>
<td>-1.5</td>
</tr>
<tr>
<td>3</td>
<td>0.021 x 0.025-in</td>
<td>10.6</td>
<td>2.9</td>
<td>3.7</td>
<td>6.7</td>
<td>-0.6</td>
</tr>
<tr>
<td>4</td>
<td>0.02-in</td>
<td>5.2</td>
<td>4.1</td>
<td>3.9</td>
<td>4.2</td>
<td>-6.8</td>
</tr>
<tr>
<td>5</td>
<td>0.019 x 0.025-in</td>
<td>5.5</td>
<td>6.9</td>
<td>4.4</td>
<td>4.4</td>
<td>-7.9</td>
</tr>
<tr>
<td>6</td>
<td>0.021 x 0.025-in</td>
<td>4.8</td>
<td>6.1</td>
<td>4.1</td>
<td>4.2</td>
<td>-7.4</td>
</tr>
<tr>
<td>7</td>
<td>0.02-in</td>
<td>8.7</td>
<td>4</td>
<td>5.9</td>
<td>5.3</td>
<td>-7.1</td>
</tr>
<tr>
<td>8</td>
<td>0.019 x 0.025-in</td>
<td>8.8</td>
<td>5</td>
<td>5.9</td>
<td>5.1</td>
<td>-6.5</td>
</tr>
<tr>
<td>9</td>
<td>0.021 x 0.025-in</td>
<td>10.2</td>
<td>7.1</td>
<td>7.3</td>
<td>6.7</td>
<td>-10.2</td>
</tr>
<tr>
<td>10</td>
<td>0.02-in</td>
<td>12.6</td>
<td>17.1</td>
<td>18</td>
<td>11.2</td>
<td>1.8</td>
</tr>
<tr>
<td>11</td>
<td>0.019 x 0.025-in</td>
<td>17.1</td>
<td>17.6</td>
<td>16.6</td>
<td>13.6</td>
<td>-0.5</td>
</tr>
<tr>
<td>12</td>
<td>0.021 x 0.025-in</td>
<td>14.7</td>
<td>14.3</td>
<td>12.5</td>
<td>9.7</td>
<td>-3.9</td>
</tr>
</tbody>
</table>

Figure 2 - Sample 1 – Regression line.
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in comparison to the observation sizes (P=0.69%). Moreover, using regression analysis we observed that $\beta_0$ is statistically equal to zero (p-value=0.820) and $\beta_1$ is equal to 1 (p-value=0.775). Therefore, we can conclude that there is no evidence of mean or slope biases and, when this happens, the EM estimated by the Dahlberg formula or regression analysis are very close, as shown in Table 2.

In sample 2, we analyzed the teeth with small measurement error (Fig 4) and those with the biggest error (Fig 5). We can visualize, by comparing the points in Figure 5, that the points did not fit the line as in Figure 4. The results of Trpkova et al\textsuperscript{10} demonstrated that there is a systematic error and a random error involving the tracing of the landmarks. There is a standard mean error and a confidence interval of 95% in repetition and reproduction of 15 landmarks regularly used in facial growth analysis. An average error of 0.59 mm on X axis and 0.56 mm on Y was considered acceptable accuracy, even though this criteria did not take into consideration the total scale of the measure. Other researchers proposed to evaluate the variance of error. Midtgard, Bjork, Linder-Aronson\textsuperscript{9} and Battagel\textsuperscript{3} stated that variance should be ideally less than 3% of the total variance.

But, in a later paper, Midtgard, Bjork, Linder-Aronson\textsuperscript{9} reported that it was almost impossible to have a variance of error of less than 10% of the total variance. The use of analysis of variance is quite complicated for researchers who are not familiar to the intricacies of statistics. Maybe this is why the Dahlberg formula is so broadly used, mainly in studies using cephalometric measures. The Dahlberg formula lacks bias analysis, which makes it hard for researchers to be secure if the error is acceptable or not. When we evaluated the values on Table 5, we can clearly notice that the analysis of the absolute value given by Dahlberg formula did not give us the parameters to evaluate the amount of error made. In tooth #21, the value provided by the formula was 0.856 and it corresponded to an error percentage of 29% (Fig 3). Meanwhile, in tooth #23, we had a very similar value of 0.880, which corresponded to a percentage error of 81% (Fig 3). Thus, it is necessary to analyze the Dahlberg formula using parameters that permits one evaluation of the amount of error made. By calculating the percentage of the error in relation to the magnitude of the original measure, we were establishing a probabilistic limit to the error with 95% of confidence. In the second set of data, using regression analysis, we could evaluate the existence of mean and slope biases. From the analysis of Table 5, we can notice there were no bias neither in the measure with the lowest error nor in the one with the highest error. In this case, we can also verify that Dahlberg formula was very similar to the result of regression analysis in the lowest error case (tooth #22), with a difference of 0.008 between this values. It is interesting to mention that there was a tendency of slope bias in tooth #11 (p-value=0.065) and there were mean and slope biases in tooth #23 (Fig 6). These two teeth were the ones who had the biggest difference between the EM given by the Dahlberg formula and the regression method,
showing that systematic error significantly influenced the Dahlberg formula. In these cases the Dahlberg formula differed from the regression analysis, mainly due to not making a difference between random and systematic error.

As the test for $\beta_0$ and $\beta_1$ referred to systematic error, these biases can be numerically rectified depending on the objective of the study. In several studies, the mean bias can be explained by equipment calibration problems or operator subjectivity. Nevertheless, the cause of slope bias is not very clear and can be related to errors in data collection process. It is important to highlight that the estimator and test of hypothesis referring to $\beta_1$ had some limitations that were intrinsic to the estimation process. These procedures were suitable to a small set of observations and with EM reasonably low. In fact, this is what usually occurs, as the re-measures are made only in a few samples and elevated EM can be easily detected and these samples discarded.

Figure 4 - Data set 2: Regression line adjusted to the data of tooth #22.

Figure 5 - Data set 2: Regression line adjusted to the data of tooth #11.

Figure 6 - Data set 2: Regression line adjusted to the data of tooth #23, which showed mean and slope biases.

Besides, paired t-test commonly used to detect mean bias showed to be ineffective. In tooth #23, the paired t-test did not reveal statistically significant differences between the mean of the first and second measures, which were detected by regression analysis as we can see in Table 5.

Baumrind and Frantz\(^2\) mentioned that the differences observed in a patient must be at least two times the standard deviation of the estimated error, so it can be considered as therapeutic results. This proposition of evaluating the ratio of the error in relation to the measure lead to a less subjective parameter, which helps the researchers to determine what can be considered an acceptable error. However, the boundary value will depend on the accuracy level demanded by the research.
CONCLUSION

The use of regression models to evaluate EM have some advantages: 1) It distinguishes systematic error (mean and slope biases) from random error; 2) The results can be interpreted in a more objective and intuitive terms and permits a visual analysis using scattered plot charts and fitted line; 3) It supplies an estimation of EM integrated to the mathematical model.

The Dahlberg error is an estimator of standard deviation of the EM and correspond to the estimated error by regression analysis, when there is no systematic error. This fact is not highlighted very often in the literature. However, when there were biases, the Dahlberg error was different to the one obtained by our analysis as demonstrated by our results.

Although the Dahlberg formula can be a simple and efficient way to evaluate the EM, the analysis of quality of measure using standard deviation is quite hard. The transformation of the given value of this formula in a percentage of the amount measured provides parameters that makes it easier to evaluate the impact of the random error in the final result of the research.

Considering the aspects previously discussed, we concluded that the use of the regression model associated to the Dahlberg formula can be very useful to identify measurement and calibrating errors. These techniques, that can be used after a pilot plan to evaluate systematic and random error, increase the confidence of the results and avoid unexpected biases, regarding to procedure errors in gathering data.
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