Spectrophotometric Simultaneous Determination of Uranium and Thorium Using Partial Least Squares Regression and Orthogonal Signal Correction
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A simple, novel and sensitive spectrophotometric method was described for simultaneous determination of uranium and thorium. The method is based on the complex formation of uranium and thorium with Arsenazo III at pH 3.0. All factors affecting the sensitivity were optimized and the linear dynamic range for determination of uranium and thorium found. The simultaneous determination of uranium and thorium mixtures by using spectrophotometric methods is a difficult problem, due to spectral interferences. By multivariate calibration methods such as partial least squares (PLS), it is possible to obtain a model adjusted to the concentration values of the mixtures used in the calibration range. Orthogonal signal correction (OSC) is a preprocessing technique used for removing the information unrelated to the target variables based on constrained principal component analysis. OSC is a suitable preprocessing method for PLS calibration of mixtures without loss of prediction capacity using spectrophotometric method. In this study, the calibration model is based on absorption spectra in the 600-760 nm range for 25 different mixtures of uranium and thorium. Calibration matrices contained 0.10-21.00 and 0.25-18.50 μg mL⁻¹ of uranium and thorium, respectively. The RMSEP for uranium and thorium with OSC and without OSC were 0.4362, 0.4183 and 1.5710, 1.0775, respectively. This procedure allows the simultaneous determination of uranium and thorium in synthetic and real matrix samples with good reliability of the determination.

Keywords: uranium, thorium, determination, spectrophotometric, PLS, OSC

Introduction

Uranium and thorium are important elements in industry especially as energy sources. Many methods have already been developed for the determination of uranium and thorium. These days, the methods include inductively coupled plasma atomic emission spectrometry (ICP-AES), inductively coupled plasma-mass spectrometry (ICP-MS), ion chromatography (IC), capillary zone electrophoresis (CZE), and flow injection analysis (FIA).
However, because these instrumental analyses require rather expensive equipment and higher running costs, they offer limited availability. Although alpha spectrometry has also been used for the determination of these radioactive elements, it needs a number of preliminary separation steps for sample preparation.

Spectrophotometry is a relatively easy alternative method, which has been applied to determination of uranium and thorium. Most spectrophotometric methods for the determination of uranium and thorium, however, require the separation of uranium and thorium from each other in advance because the absorption maxima for uranium- and thorium-complexes are very close to each other for most chromogenic reagents. Arsenazo III is one of the most widely used chromogenic reagents because of its high sensitivity for both uranium and thorium.

One of the main drawbacks of the application of spectrophotometric methods in the simultaneous determination of uranium and thorium is the high degree of spectral overlapping of these constituents. Nowadays quantitative spectrophotometry has been greatly improved by the use of a variety of multivariate statistical methods, particularly partial least squares regression (PLS).

The basic principle of the multivariate calibration is the simultaneous utilization of many independent variables, \( x_1, x_2, \ldots, x_n \), to quantify one or more dependent variables of interest, \( y \). The partial least squares (PLS) regression analysis is the most widely used method for this purpose, and it is based on the latent variable decomposition relating two blocks of variables, matrices \( X \) and \( Y \), which may contain spectral and concentration data, respectively. These matrices can be simultaneously decomposed into a sum of \( f \) latent variables, as follows:

\[
Y = TP^T + E = \sum t_i p_i' + E
\]  
\[
Y = UQ^T + F = \sum u_f q_f' + F
\]

in which \( T \) and \( U \) are the score matrices for \( X \) and \( Y \), respectively; \( P \) and \( Q \) are the loadings matrices for \( X \) and \( Y \), respectively, \( E \) and \( F \) are the residual matrices. The two matrices are correlated by the scores \( T \) and \( U \), for each latent variable, as follows:

\[
u_f = b_f t_f
\]

in which \( b_f \) is the regression coefficient for the \( f \) latent variable. The matrix \( Y \) can be calculated from \( u_f \), as in equation (4), and the concentration of the new samples can be estimated from the new scores \( T^* \), which are substituted in equation (4), leading to equation (5):

\[
Y = TBQ^T + F
\]

\[
Y_{\text{new}} = T^* BQ^T
\]

In this procedure, it is necessary to find the best number of latent variables, which normally is performed by using cross-validation, based on determination of minimum prediction error. Several determinations based on the application of this method to spectrophotometric data have been reported by several workers.

Orthogonal signal correction (OSC) was introduced by Wold et al. to remove systematic variation from the response matrix \( X \) that is unrelated, or orthogonal, to the property matrix \( Y \). Therefore, one can be certain that important information regarding the analyte is retained. Since then, several groups have published various OSC algorithms in an attempt to reduce model complexity by removing orthogonal components from the signal. Recently, application of orthogonal signal correction in UV-Vis spectrophotometry for simultaneous determination by partial least squares has been reported.

This paper describes an analytical methodology for simultaneous determination of uranium and thorium using spectrophotometric method and a multivariate calibration technique (partial least squares) with preprocessing by orthogonal signal correction. The aim of this work is to propose orthogonal signal correction–partial least squares (OSC-PLS) method to resolve binary mixtures of uranium and thorium water samples without prior separation. The method is based on the reaction between the analytes and Arsenazo III at pH 3.0. The results obtained using this method are discussed.

For the evaluation of the predictive ability of a multivariate calibration model, the root mean square error of prediction (RMSEP) and relative standard error of prediction (RSEP) can be used:

\[
RMSEP = \sqrt{\frac{\sum_{i=1}^{n}(y_{\text{pred}} - y_{\text{std}})^2}{n}}
\]

\[
\text{RSEP} = 100\% \times \sqrt{\frac{\sum_{i=1}^{n}(y_{\text{pred}} - y_{\text{std}})^2}{\sum_{i=1}^{n}(y_{\text{std}})^2}}
\]

where \( y_{\text{pred}} \) is the predicted concentration in the sample,
$y_{obs}$ is the observed value of the concentration in the sample and $n$ is the number of samples in the validation set.

**Experimental**

**Reagents**

Arsenazo III, acetic acid, phosphoric acid, boric acid, hydrochloric acid, sodium hydroxide, uranyl nitrate hexahydrate and thorium nitrate hexahydrate were purchased from Merck. All reagents used were of analytical reagent grade. Standard stock solutions of 1000 $\mu$g mL$^{-1}$ thorium (IV) and uranium (VI) were prepared by dissolving appropriate amounts of thorium nitrate and uranyl nitrate hexahydrate in water, respectively. Analytical working solutions were made daily by appropriate dilution as required. A stock Arsenazo III solution (1.0 $\times$ 10$^{-4}$ mmol mL$^{-1}$) was prepared by dissolving reagent. A universal buffer solution (pH 3.0) was prepared according to Lurie.$^{32}$ All the solutions were prepared in deionized water.

**Apparatus and software**

A Perkin Elmer (Lambda 25) spectrophotometer controlled by a computer and equipped with a 1 cm path length quartz cell was used for UV-Vis spectra acquisition. Spectra were acquired between 600 and 760 nm (1 nm resolution). A HORIBA M-12 pH-meter furnished with a combined glass-saturated calomel electrode was calibrated with at least two buffer solutions at pH 3.0 and 9.0.

The data were treated in an AMD 2000 XP (256 Mb RAM) microcomputer using MATLAB software, version 6.5 (The MathWorks). OSC and PLS calculations were carried out in the ‘PLS Toolbox’, version 2.0 (Eigenvector Technologies).

**Procedure**

Known amounts of the standard solutions were placed in a 10 mL volumetric flask and completed to the final volume with deionized water (final pH 3.0). The final concentrations of these solutions varied between 0.10-21.00 and 0.25-18.50 $\mu$g mL$^{-1}$ for uranium and thorium, respectively.

**Real samples**

The real samples in this study were collected in waters from spring and river. The particulates of collected water were first removed by filter paper. The range of concentrations uranium and thorium were added to be 0.10-21.00 and 0.25-18.50 $\mu$g mL$^{-1}$, respectively.

**Results and Discussion**

**Spectrophotometric measurements**

Figure 1 shows the absorption spectra in aqueous solution of the individual uranium and thorium complexes and Arsenazo III at pH 3.0. As this figure shows, there is a clear overlapping of the two spectra. This prevents the simultaneous determination of the uranium and thorium by direct UV-Vis absorbance measurements. To overcome this problem a suitable and simple technique, which presents a good recovery, is PLS regression. Spectra of mixtures of uranium and thorium solutions between 600 and 760 nm wavelengths by 1 nm intervals were recorded, and then the data were digitized and stored for late treatment.

![Figure 1. Absorption spectra of (a) 8.5 $\times$ 10$^{-5}$ mmol mL$^{-1}$ of Arsenazo III, (b) 5 $\mu$g mL$^{-1}$ of uranium and (c) 5 $\mu$g mL$^{-1}$ of thorium with 8.5 $\times$ 10$^{-5}$ mmol mL$^{-1}$ of Arsenazo III at pH 3.0.](image)

**Optimization of experimental condition**

For finding the optimum conditions, the influence of pH values on the spectrum of each complex at a constant concentration of each ion was studied. The formed complexes with uranium and thorium were affected differently with pH. In order to select the optimum pH value at which the minimum overlap occurs, influences of the pH of the medium on the absorption spectra of uranium and thorium complexes were studied over the pH range 1.0-8.0. However pH 3.0 was chosen as the optimum pH for this work because both complexes have maximum absorbance and minimum overlap at this pH.
Effect of the concentration of the Arsenazo III was also investigated, a reagent concentration of $8.5 \times 10^{-5}$ mmol mL$^{-1}$ was chosen because it ensures sufficient reagent excess. Individual calibration curves were constructed with several points as absorbance versus metals concentration. For constructing the individual calibration lines the absorbencies were measured at 662 and 656 nm against a blank for uranium and thorium, respectively. The linear regression equation for the calibration graph for uranium for the concentration range of 0.10-21.00 μg mL$^{-1}$ was $A = 0.0752 + 0.0567C_{\text{uranium}}$ ($r^2 = 0.9987$, $n = 17$) and for thorium for the concentration range of 0.25-18.50 μg mL$^{-1}$ was $A = 0.1781 + 0.0596C_{\text{thorium}}$ ($r^2 = 0.9988$, $n = 15$). The limits of detection were 0.07 and 0.13 μg mL$^{-1}$ for uranium and thorium, respectively, were calculated according to calibration line characteristic.

**Calibration and prediction data sets**

The multivariate calibration is a powerful tool for determinations, because it extracts more information from the data and allows building more robust models. According to 25 experimental design (Table 1) solutions were used to construct the models (calibration set) and another 10 solutions to validate them (prediction set) in that these were not included in the calibration set but were employed for independent tests (see Table 2). All recorded data are mean-centered.33

The calibration matrix was experimentally designed over the concentration ranges of 0.10-21.00 and 0.25-18.50 mg mL$^{-1}$ for uranium and thorium, respectively. According to the following basic rules. First, the calibration standards should be mixtures of components in order to compensate for effects on absorbance from interaction between the components. Second, the peak absorbance of each standard should be lower than 2.5 in the analytical wavelength range. Finally, the concentration of all of the components must be independently varied within the set of standards. To ensure that the prediction and real samples are in the subspace of the training set, the score plot of first principal component versus second was sketched and all the samples are spanned with the training set scores.

**Preprocessing by orthogonal signal correction**

For calibration set two OSC components were used for filtering. Evaluation of the prediction errors for the validation set reveals that the OSC treated data give substantially lower RMSEP values than original data. Also, the OSC-filtered data give much simpler calibration models with fewer components than the ones.

### Table 1. Concentration data of the different mixtures used in the calibration set for the determination of thorium and uranium (μg mL$^{-1}$)

<table>
<thead>
<tr>
<th>Mixture</th>
<th>Thorium</th>
<th>Uranium</th>
<th>Mixture</th>
<th>Thorium</th>
<th>Uranium</th>
<th>Mixture</th>
<th>Thorium</th>
<th>Uranium</th>
<th>Mixture</th>
<th>Thorium</th>
<th>Uranium</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1</td>
<td>0.25</td>
<td>0.10</td>
<td>M10</td>
<td>4.40</td>
<td>21.00</td>
<td>M19</td>
<td>13.80</td>
<td>15.70</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M2</td>
<td>0.25</td>
<td>5.20</td>
<td>M11</td>
<td>9.10</td>
<td>0.10</td>
<td>M20</td>
<td>13.80</td>
<td>21.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M3</td>
<td>0.25</td>
<td>10.50</td>
<td>M12</td>
<td>9.10</td>
<td>5.20</td>
<td>M21</td>
<td>18.50</td>
<td>0.10</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M4</td>
<td>0.25</td>
<td>15.70</td>
<td>M13</td>
<td>9.10</td>
<td>10.50</td>
<td>M22</td>
<td>18.50</td>
<td>5.20</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M5</td>
<td>0.25</td>
<td>21.00</td>
<td>M14</td>
<td>9.10</td>
<td>15.70</td>
<td>M23</td>
<td>18.50</td>
<td>10.50</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M6</td>
<td>4.40</td>
<td>0.10</td>
<td>M15</td>
<td>9.10</td>
<td>21.00</td>
<td>M24</td>
<td>18.50</td>
<td>15.70</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M7</td>
<td>4.40</td>
<td>5.20</td>
<td>M16</td>
<td>13.80</td>
<td>0.10</td>
<td>M25</td>
<td>18.50</td>
<td>21.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M8</td>
<td>4.40</td>
<td>10.50</td>
<td>M17</td>
<td>13.80</td>
<td>5.20</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M9</td>
<td>4.40</td>
<td>15.70</td>
<td>M18</td>
<td>13.80</td>
<td>10.50</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 2. Added and determined results of synthetic mixtures of thorium and uranium (μg mL$^{-1}$)

<table>
<thead>
<tr>
<th>Added Thorium</th>
<th>Uranium</th>
<th>Determined (PLS) Thorium</th>
<th>Determined (PLS) Uranium</th>
<th>Recovery / (%) Thorium</th>
<th>Recovery / (%) Uranium</th>
<th>Determined (OSC-PLS) Thorium</th>
<th>Determined (OSC-PLS) Uranium</th>
<th>Recovery / (%) Thorium</th>
<th>Recovery / (%) Uranium</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.75</td>
<td>0.65</td>
<td>0.88</td>
<td>0.59</td>
<td>117.3</td>
<td>90.77</td>
<td>0.85</td>
<td>0.62</td>
<td>113.3</td>
<td>95.38</td>
</tr>
<tr>
<td>3.00</td>
<td>3.50</td>
<td>2.63</td>
<td>4.12</td>
<td>87.67</td>
<td>117.7</td>
<td>2.75</td>
<td>3.81</td>
<td>91.67</td>
<td>108.9</td>
</tr>
<tr>
<td>10.00</td>
<td>3.50</td>
<td>11.56</td>
<td>3.11</td>
<td>115.6</td>
<td>88.86</td>
<td>9.60</td>
<td>3.63</td>
<td>96.00</td>
<td>103.7</td>
</tr>
<tr>
<td>18.00</td>
<td>11.00</td>
<td>16.95</td>
<td>9.33</td>
<td>94.17</td>
<td>84.82</td>
<td>18.57</td>
<td>10.67</td>
<td>103.2</td>
<td>97.00</td>
</tr>
<tr>
<td>5.00</td>
<td>15.00</td>
<td>5.37</td>
<td>12.35</td>
<td>107.4</td>
<td>82.36</td>
<td>5.06</td>
<td>14.08</td>
<td>101.2</td>
<td>93.87</td>
</tr>
<tr>
<td>5.00</td>
<td>20.00</td>
<td>5.51</td>
<td>22.85</td>
<td>110.2</td>
<td>114.3</td>
<td>5.00</td>
<td>20.50</td>
<td>100.0</td>
<td>102.5</td>
</tr>
<tr>
<td>19.00</td>
<td>15.00</td>
<td>17.65</td>
<td>16.33</td>
<td>92.89</td>
<td>108.9</td>
<td>18.34</td>
<td>15.29</td>
<td>96.53</td>
<td>101.9</td>
</tr>
<tr>
<td>10.00</td>
<td>10.00</td>
<td>11.30</td>
<td>9.23</td>
<td>113.0</td>
<td>92.30</td>
<td>10.51</td>
<td>9.41</td>
<td>105.1</td>
<td>94.10</td>
</tr>
<tr>
<td>18.00</td>
<td>15.00</td>
<td>16.88</td>
<td>15.86</td>
<td>93.78</td>
<td>105.7</td>
<td>17.79</td>
<td>15.34</td>
<td>98.83</td>
<td>102.3</td>
</tr>
<tr>
<td>13.00</td>
<td>18.00</td>
<td>14.66</td>
<td>16.23</td>
<td>112.8</td>
<td>90.17</td>
<td>13.67</td>
<td>18.19</td>
<td>105.2</td>
<td>101.1</td>
</tr>
</tbody>
</table>
The selection of the optimum number of factors

The optimum number of factors (latent variables) to be included in the calibration model was determined by computing the prediction error sum of squares (PRESS) for cross-validated models using a high number of factors (half the number of total standard +1), which is defined as follows:

\[
PRESS = \sum_{i=1}^{n} (y_i - \hat{y}_i)^2
\]

(8)

where \(y_i\) is the reference concentration for the \(i\)th sample and \(\hat{y}_i\) represents the estimated concentration. The cross-validation method employed was to eliminate only one sample at a time and then PLS calibrate the remaining standard spectra. By using this calibration the concentration of the sample left out was predicted. This process was repeated until each standard had been left out once.

One reasonable choice for the optimum number of factors would be that number which yielded the minimum PRESS. Since there are a finite number of samples in the training set, in many cases the minimum PRESS value causes overfitting for unknown samples that were not included in the model. A solution to this problem has been suggested by Haaland and Thomas in which the PRESS values for all previous factors are compared to the PRESS value at the minimum. The F-statistical test can be used to determine the significance of PRESS values greater than the minimum.

The maximum number of factors used to calculate the optimum PRESS was selected as 13 and the optimum number of factors obtained by the application of PLS and OSC-PLS models are summarized in Table 3. In all instances, the number of factors for the first PRESS values whose F-ratio probability drops below 0.75 was selected as the optimum. In Figure 3, the PRESS obtained by optimizing the calibration matrix of the absorbance data with PLS and OSC-PLS models is shown.

Table 3. Statistical parameters of the optimized matrix using the OSC-PLS and PLS

<table>
<thead>
<tr>
<th></th>
<th>NPC(^a)</th>
<th>PRESS</th>
<th>RMSEP</th>
<th>RSEP / (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thorium(^b)</td>
<td>4</td>
<td>0.1110</td>
<td>0.4153</td>
<td>3.489</td>
</tr>
<tr>
<td>Uranium(^b)</td>
<td>4</td>
<td>0.1346</td>
<td>0.4362</td>
<td>3.401</td>
</tr>
<tr>
<td>Thorium(^c)</td>
<td>10</td>
<td>0.5203</td>
<td>1.078</td>
<td>8.986</td>
</tr>
<tr>
<td>Uranium(^c)</td>
<td>7</td>
<td>0.3416</td>
<td>1.571</td>
<td>12.25</td>
</tr>
</tbody>
</table>

\(^a\)Number of principal component. \(^b\)Using OSC-PLS. \(^c\)Using PLS.

Determination of uranium and thorium in synthetic mixtures

The predictive ability of method was determined using 10 two-component uranium and thorium mixtures (their
compositions are given in Table 2). The results obtained by applying PLS and OSC-PLS algorithm to ten synthetic samples are listed in Table 2. Table 2 also shows the recovery for the prediction set of uranium and thorium mixtures. As it can be seen, the percentage error was also quite acceptable. The average recovery for thorium and uranium with OSC and without OSC were 101.1, 100.1% and 104.5, 97.6%, respectively. The root mean square error of prediction (RMSEP) and relative standard error of prediction (RSEP) results summarized in Table 3. The plots of the predicted concentration versus actual values are shown in Figure 4 for uranium and thorium (line equations and $R^2$ values are also shown).

**Table 4.** OSC-PLS results applied on the real matrix samples ($\mu$g mL$^{-1}$)

<table>
<thead>
<tr>
<th>Type of water</th>
<th>Thorium</th>
<th></th>
<th>Uranium</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Added</td>
<td>Determined</td>
<td>S.D.$^a$</td>
<td>Recovery / (%)</td>
</tr>
<tr>
<td>Spring water</td>
<td>0.50</td>
<td>0.46</td>
<td>3.68</td>
<td>92.0</td>
</tr>
<tr>
<td>Spring water</td>
<td>5.00</td>
<td>4.86</td>
<td>2.03</td>
<td>97.2</td>
</tr>
<tr>
<td>River water</td>
<td>8.00</td>
<td>8.21</td>
<td>1.56</td>
<td>102.6</td>
</tr>
<tr>
<td>River water</td>
<td>4.50</td>
<td>4.69</td>
<td>2.38</td>
<td>104.2</td>
</tr>
<tr>
<td>River water</td>
<td>12.00</td>
<td>12.68</td>
<td>1.62</td>
<td>105.7</td>
</tr>
</tbody>
</table>

$^a$Standard deviation for n=3.

**Figure 3.** Plots of PRESS versus number of factors by PLS and OSC-PLS.

**Figure 4.** Plots of predicted concentration versus actual concentration for uranium and thorium by PLS and OSC-PLS ($\mu$g mL$^{-1}$).

**Determination of uranium and thorium in real matrix samples**

In order to test the applicability and matrix interferences of the proposed method to the analysis of real samples, the method was applied in a variety of situations. For this purpose, diverse spiked samples and
reference materials were analyzed. Table 4 shows the results obtained for real matrix samples. Therefore, the OSC-PLS model is able to predict the concentrations of each uranium and thorium in the real matrix sample.

Conclusions

The uranium and thorium mixture is a complex system due to its high spectral overlapping between the absorption spectra of their individual component. However, a simple, easy and inexpensive method such as PLS in a very short time was applied to overcome this problem. In addition, the present study shows that the OSC can be a good method for removing systematic variation from the response matrix X that is unrelated, or orthogonal, to the property matrix Y. Therefore, one can be certain that important information regarding the analyte is retained. The good agreement clearly demonstrates the utility of this procedure for the simultaneous determination of uranium and thorium mixtures without tedious pretreatment in complex samples in synthetic and water samples.
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