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Introduction

The importance of computer simulations in the design and performance assessment of engineered systems has dramatically increased in the last three decades (Oberkampf and Trucano, 2008). The application of CFD modelling as an engineering tool, however, can only be justified on the basis of accuracy in its results (Versteeg and Malalasekera, 2007). And the primary means to access the accuracy and reliability of computational solutions are the verification and the validation techniques (Oberkampf and Trucano, 2008).

While code validation is concerned about checking out how well a mathematical model represents a physical phenomenon, code verification consists in the numerical error evaluation (Metha, 1996; AIAA, 1998; Roache, 1998). All the procedures employed for code verification can be classified in two categories: “a priori” and “a posteriori” (Szabó and Babuska, 1991). The first class is concerned with the evaluation of the discretization error order, while the second one is related to the evaluation of the discretization error magnitude (AIAA, 1998). The theoretical basis of numerical error analysis for non-linear hyperbolic problems, however, is underdeveloped, despite the practical application of such problems, like in supersonic flows (Zhang et al., 2001).

Several works have been published recently focusing on the physical behaviour of supersonic flows in rocket engine nozzles. Wang (2006) studied the flow features of two and three-dimensional, turbulent, chemically reactive flows in rocket engines with regenerative cooling, in structural and non-structural grids. Zhang et al. (2007) investigated the combustion gas flow and the refrigeration system (by both regenerative and film-cooled methods) at high pressure rocket nozzle. Naraghi and Foulon (2008) focused their efforts on the multidimensional heat conduction through the rocket nozzle walls and the one-dimensional coolant flow through the regenerative cooling channels. Wang (2009) analysed the side load physics related to the start-up period for a transient high-aspect-ratio nozzle with regenerative cooling system, while Wang and Guidos (2009) performed similar studies for a film-cooled nozzle. None of these works (nor the other ones found in the current literature), however, provided or focused on the error estimates for the numerical results presented.

The aim of this work is to provide numerical solutions for quasi-one-dimensional, one- or multi-species flow in rocket engines with regenerative cooling, with discretization error estimates. The use of quasi-one-dimensional models for the combustion gas flow is based on the fact that these models are still employed in rocket engine projects, being corrected by empirical coefficients (Sutton and Biblarz, 2001); one-dimension flow in the cooling system is also consistent with recent works, such as Naraghi and Foulon (2008).

The governing equations are discretized with the finite volume method (Maliska, 2004; Versteeg and Malalasekera, 2007), co-located grids, second order discretization scheme (CDS) with deferred correction (Lilek et al., 1997) and pressure-velocity coupling by the SIMPLEC method (Van Doormaal and Raithby, 1984). The discretization error estimates are evaluated using the GCI estimator (Roache, 1994). Five different physical models are studied for the gases flow: two one-species models (constant and variable thermophysical properties) and three multi-species ones (frozen, local equilibrium and non-equilibrium flows), which include nine different chemical models, with three to eight species and null to eighteen reaction equations.

Nomenclature

\( P \) = pressure [Pa]
\( h_{\text{q}} \) = radiation heat flux to internal walls [W/m²]
\( q_{\text{h}} \) = convection heat flux to internal walls [W/m²]
\( 
\)
\( S_{\text{source}} \) = source term for equilibrium or non-equilibrium conditions
\( T \) = temperature [K]
\( u \) = velocity [m/s]
\( \dot{w} \) = mass generation rate [kg/s]
\( Y \) = mass fraction [non-dim.]

Greek symbols

\( \varphi \) = numerical solution
\( \rho \) = density [kg/m³]

Studies for a one-dimensional reactive flow in a LOX/LH₂ rocket engine nozzle with regenerative cooling system were performed, using the finite volume method, co-located grids and the GCI estimator for the discretization errors evaluation. Five physical models were employed: two one-species ones (with constant and with variable thermophysical properties) and three multi-species ones (frozen, local equilibrium and non-equilibrium flows), for which different chemical schemes were studied. The main results are: GCI can be used for the evaluation of uncertainties related to compressible flows; there are not significant differences between numerical results for six and eight species schemes; the main features of the coolant flow are little influenced by the physical model adopted; the frozen flow model, otherwise, is the preferable one by providing the upper bound for the maximum heat flux and the maximum temperature of the wall, with lower CPU time.
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Subscripts

\( \text{cool} = \text{coolant exit} \)
\( \text{ex} = \text{nozzle exit} \)
\( i = \text{chemical species } i \)
\( \text{max} = \text{maximum value} \)

Mathematical Model

The rocket propulsion is an exact, but not a fundamental object, and there are no basic scientific laws of nature peculiar to propulsion. The basic principles are essentially those of mechanics, thermodynamics and chemistry (Sutton and Biblarz, 2001). Rocket nozzles are designed with the purpose of converting the chemical energy stored in the propellants into kinetic energy to provide movement to the entire engine. A fundamental intermediate step, however, is related to the combustion phenomena and the acceleration process of the mixture of combustion gases. Only 0.5 to 5% of the total energy generated in this process is transferred as heat to the nozzle walls (Sutton and Biblarz, 2001). This amount of energy, nevertheless, is enough to increase the temperatures of the nozzle walls till their failure. Because of this, cooling systems are usually employed, and, for large rocket engines, the regenerative one is the preferred (Habiballah et al., 1998). Figure 1 shows, schematically, a complete rocket engine with regenerative cooling. The mathematical model for such problem can be split into three coupled sub-problems, namely: (1) the combustion gases flow; (2) the coolant flow; and (3) the heat conduction through the nozzle walls.

Combustion gases flow

The governing equations for a one-dimensional, single or multispecies flow through the nozzle engine are (Marchi et al., 2004; Versteeg and Malalasekera, 2007):

\[
\frac{d}{dx} \left( \rho u S \right) = 0
\]  

(1)

\[
\frac{d}{dx} \left( \rho u S u \right) = -S \frac{dP}{dx} - \pi \frac{f \rho u}{8} \left| u \right| D
\]  

(2)

\[
c_p \frac{d}{dx} \left( \rho u T \right) = u S \frac{dP}{dx} + \left( u \left( -\frac{\pi}{8} \frac{f \rho u}{8} \left| u \right| D \right) + S_{\text{conv}} \left( q_{\text{v}} + q_{\text{rad}} \right) + S_{\text{eq/ne}} \right) + S_{\text{eq/ne}}
\]  

(3)

\[P = \rho RT
\]  

(4)

where \( \rho, u, P \) and \( T \) are the four dependent variables, related to density, velocity, pressure and temperature (in this order); \( x \) is the axial coordinate for the gases flow (Fig. 1); \( S \) is the internal cross-sectional area of the rocket nozzle; \( R \) is the one- or multi-species gas constant; \( c_p \) is the frozen constant-pressure specific heat; \( f \) is the Darcy’s friction factor; \( D \) is the diameter of the cross-section; \( S_{\text{conv}} \) is the internal wall surface by length unity (along x-axis, Fig. 1); \( q_{\text{v}} \) and \( q_{\text{rad}} \) are the convection and the radiation heat fluxes to the internal walls, respectively; and \( S_{\text{eq/ne}} \) is the source term correspondent to equilibrium or non-equilibrium conditions (being null for all the other cases), respectively, and is evaluated by the following relation (Kuo, 2005):

\[
S_{\text{eq/ne}} = \left\{ \begin{array}{ll}
- \sum_{i=1}^{N} h_i \frac{d}{dx} \left( \rho u S_{i} \right) & \text{for local equilibrium flow} \\
- \sum_{i=1}^{N} h_i \dot{w}_i & \text{for non-equilibrium flow}
\end{array} \right.
\]  

(5)

where \( N \) is the total number of species existent in the flow; \( h_i \) is the enthalpy for each chemical species \( i \); \( S_{i} \) is the mass fraction for each chemical species \( i \); and \( \dot{w}_i \) corresponds to the mass generation rate of species \( i \).

Temperature is employed directly as unknown in Eq. (3), differently from common used. The major advantage of such formulation is about the temperature determination, which can be done directly from the numerical model, not depending on the enthalpy (or internal energy) values, like in Barros et al. (1990), Dunn and Coats (1997) and Wang (2006; 2009).

One-species, frozen and local equilibrium flows are modelled uniquely by Eqs. (1) to (4), including the source term given by Eq. (5) in the case of the local equilibrium. The more realistic model, however, is the non-equilibrium one, in which the chemical reactions occur in a similar speed to the flow. It consists of an intermediate case, between the frozen flow, in which the speed of the flow is considered to be much higher than the velocity of the chemical reactions, and the local equilibrium flow, in which the speeds of the flow and the chemical reactions are opposite in comparison to the frozen flow.

The non-equilibrium model implemented in this work is the one based on the mechanism presented by Kee et al. (1985), Barros et al. (1990) and Anderson Jr. (2003). In this case, forward and backward reaction constants must be evaluated, once the chemical composition in a specified position of the flow is neither given by the frozen nor by the local equilibrium conditions. Hence, the species mass conservation equation must be taken into account (Kee et al., 1985; Kuo, 2005):

\[
\frac{d}{dx} \left( \rho u S_{i} \right) = S_{i} \dot{w}_i
\]  

(6)

which corresponds to the conservation of mass for each species separately.

Besides the five physical models, nine different chemical reaction schemes were considered for the frozen and the equilibrium models, taking into account from three to eight species and from null to eighteen chemical reaction equations. The main features of these schemes are summarized at Table 1, where \( N \) is the number of chemical species and \( L \) is the number of chemical reaction equations. For both frozen and equilibrium flows, different chemical schemes mean at least one different chemical reaction. For non-equilibrium flow, different chemical schemes are related to different efficiencies (of 3rd bodies) and/or different forward reaction rates.

The concept of 3rd bodies is associated with the species formation/dissociation by molecular collisions and the efficiency of such collisions differs significantly depending on the literature source. Because of this, model 3, which is unique for frozen and local equilibrium flows, can be split into two distinct models for non-equilibrium flow (models 31 and 32), once different efficiencies are considered by Smith et al. (1987) and Barros et al. (1990), even if the chemical reactions in both works are the same.
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Table 1. Chemical reaction models for frozen, local equilibrium and non-equilibrium flows.

<table>
<thead>
<tr>
<th>Model</th>
<th>L</th>
<th>N</th>
<th>Species</th>
<th>Observations</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>3</td>
<td>H₂O, O₂, H₂</td>
<td>Ideal model</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>3</td>
<td>H₂O, O₂, H₂</td>
<td>–</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>4</td>
<td>H₂O, O₂, H₂, OH</td>
<td>–</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>6</td>
<td>H₂O, O₂, H₂, OH, O, H</td>
<td>4 reactions with 3rd body – Smith et al. (1987) and Barros et al. (1990)</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>6</td>
<td>H₂O, O₂, H₂, OH, O, H</td>
<td>4 reactions – Svehla (1964)</td>
</tr>
<tr>
<td>5</td>
<td>8</td>
<td>6</td>
<td>H₂O, O₂, H₂, OH, O, H</td>
<td>8 reactions (4 with 3rd body) – Barros et al. (1990)</td>
</tr>
<tr>
<td>7</td>
<td>8</td>
<td>6</td>
<td>H₂O, O₂, H₂, OH, O, H</td>
<td>8 reactions (4 with 3rd body) – Smith et al. (1987)</td>
</tr>
<tr>
<td>10</td>
<td>6</td>
<td>8</td>
<td>H₂O, O₂, H₂, OH, O, H, HO₂, H₂O₂</td>
<td>4 reactions from model 3 and 2 from Kee et al. (1985) – all reactions including 3rd body</td>
</tr>
<tr>
<td>9</td>
<td>18</td>
<td>8</td>
<td>H₂O, O₂, H₂, OH, O, H, HO₂, H₂O₂</td>
<td>18 reactions (5 with 3rd body) – Kee et al. (1985)</td>
</tr>
</tbody>
</table>

Coolant flow

Once the cross-section area of the rocket engine varies axially, the coolant channels width $\Pi$ (Fig. 1) is not constant, even if the channels height $b$ is. The area variation effect on coolant channels is taken into account, though a one-dimensional model for coolant flow is employed. One-dimension coolant flow comes to the need for quick computational results for thermal analysis of regenerative cooled engines (Naraghi and Foulon, 2008). In this case, only four equations are needed for the quasi-one-dimensional coolant flow: the mass conservation, the momentum conservation, the energy conservation and a polynomial constitutive relation for density. These equations are basically the same ones presented by Rubin and Hinkel (1993) and Marchi et al. (2004). The interaction between the coolant and the combustion gases flows is done by an additional source term in energy equation.

Heat conduction through the wall

As the combustion gases products have high temperature values, heat is transferred from them to thrust chamber walls by convection and radiation mechanisms. This energy is then conducted through walls to the coolant and transmitted to it by convection, respecting the energy conservation principle. Based on this, making a heat balance on the wall surfaces, as presented by Marchi et al. (2004), the temperature of the rocket engine wall is evaluated.

Numerical Model

The mathematical models for reaction gas products and coolant flows (assembly to the heat conduction through the wall) are discretized using the finite volume method (Maliska, 2004; Versteeg and Malalasekera, 2007). The domain is divided into $N_{vol}$ control volumes, in both axial directions $x$ and $s$ (Fig. 1). For combustion gases products, a co-located grid arrangement and a methodology appropriated for all the speed flows (Marchi and Maliska, 1994) are used, associated to the second-order central-differencing scheme (CDS), with deferred correction (Lilek et al., 1997). Similar treatment is given to the coolant flow model, except by the fact that the density is provided by a function of the temperature only and not dependent on both the temperature and the static pressure. The systems of algebraic equations obtained are solved by the Tri-Diagonal Matrix Algorithm (TDMA) (Versteeg and Malalasekera, 2007).

Pressure and velocity are coupled by the SIMPLEC algorithm (Van Doornmaal and Raithby, 1984), in order to convert the mass equation in a pressure-correction one. Hence, the mass conservation equation is used for the determination of a pressure-correction ($P'$), while velocity ($u$) and temperature ($T$) are obtained from the momentum and the energy equations, respectively. Density ($\rho$) is obtained from the state equation. The combustion gases composition is evaluated for each control volume, in all the iterations, for local equilibrium and non-equilibrium flows. For this last model, the species-mass conservation equation is also solved.

The boundary conditions for the gases flow at the inlet are: the temperature ($T$) and the pressure ($P$) evaluated as functions of the stagnation parameters ($T_0$ and $P_0$); the chemical mixture composition, obtained from local data (temperature, pressure and the oxidant/fuel ratio, $OF$); and the entrance velocity ($u$), estimated by a linear extrapolation from the values obtained in the internal flow. At the exit of the nozzle, temperature ($T$), velocity ($u$), pressure ($P$) and mass fractions ($Y_i$) are obtained by linear extrapolations from internal control volumes.

For the coolant flow, the boundary conditions are: for the channels inlet, both the temperature and the velocity are fixed ($T_{in}$ and $u_{in}$); and for the external environment ($T_{out}$ and $u_{out}$). The exit of the nozzle, for the coolant, is defined as the condition where the temperature is constant ($T_{out}$) and the velocity is imposed to the nozzle exit ($u_{out}$). The oxidant/fuel ratio is also maintained constant ($OF_{out}$).
and \(u_{in}\) and the pressure is obtained from linear extrapolation of the internal flow values; the density, for both the inlet and the exit, is estimated by a constitutive relation; the exit pressure is defined as null and both the exit temperature and the exit velocity are obtained by linear extrapolation of internal flow values.

The numerical model implemented consists in simulating the coolant flow in one channel and multiplying the heat transfer values obtained by the number of channels. The coupling between the gases and the coolant flows is made by the heat conduction through the thrust chamber wall, according to the procedures presented by Marchi et al. (2004).

### Definition of the Problem

The geometry used in this work is the same one presented by Marchi et al. (2004). It consists of a cylindrical section, called combustion chamber (with radius \(r_{in}\) and length \(Lc\)) assembled to a nozzle device, whose longitudinal section is defined by a cosine curve (with throat nozzle radius \(r_t\) and length \(Ln\)). The radius \(r_t\) for \(x > Lc\), is evaluated by the following equation:

\[
r = r_t + \frac{(r_{in} - r_t)}{2} \left(1 + \cos \left[2\pi \frac{(x - Lc)}{Ln}\right]\right)
\]

where \(x\) corresponds to the axial position where the radius is evaluated. Although the cylindrical section is called combustion chamber, it does not correspond to a real one, once the effects of the fuel, and the oxidant injection, mixture and burning are not considered.

Some parameters of interest taken into account in this work are the nozzle discharge coefficient and the non-dimensional momentum thrust. Both of them are global parameters and evaluate how much the experimental values (laboratorial or numerical ones) are distant from the theoretical values (quasi-one-dimensional isentropic flow). In this work, the experimental values are always related to the numerical ones.

The nozzle discharge coefficient \((C_d)\) and the non-dimensional momentum thrust \((F^*)\) are defined as:

\[
C_d = \frac{\dot{m}_{exp}}{m_{in}} \quad (8)
\]

\[
F^* = \frac{\left(\dot{m} u_{ex}\right)_{exp}}{\left(\dot{m} u_{ex}\right)_{th}} \quad (9)
\]

where \(\dot{m}\) corresponds to the gases mass flow flux; \(u_{ex}\) is the exit velocity; and the indexes \(exp\) and \(th\) refer to experimental and theoretical values, respectively.

In this work, the combustion chamber total length \((Lc)\) is equal to 0.5 m, in which 0.1 m is related to combustion chamber length \((Lc)\) and the nozzle length \((Ln)\) is 0.4 m. The nozzle entrance radius \((r_{in})\) is 0.3 m, while the nozzle throat radius \((r_t)\) is 0.1 m. The stagnation properties are \(T_0 = 3420.33\, \text{K}\) and \(P_0 = 2.0\, \text{MPa}\), while the ratio between specific heats is 1.1956, the gas constant \((R)\) is 526.97 J/kg.K, the oxidant/fuel ratio is the stoichiometric one \((OF = 7.936682739)\) and the average wall-gases emissivity is equal to 0.25. Water flows in the regenerative cooling system, through 200 channels, with a total mass flow rate of 200 kg/s and an inlet temperature of 300 K. Although the fin thickness \((t = 1.5\, \text{mm})\), the fin height \((h = 5.0\, \text{mm})\) and the number of channels are constants, the ratio between the fin height and the channels width \((b/\delta)\) varies between 0.62 and 2.8, because of the radius nozzle variation along the \(x\)-axis.

### Discretization Errors

The continuous improvement of the computer resources leads to the opportunity of describing natural phenomena at previously unimaginable scales. This access and this opportunity have served as strong drivers for computational sciences and engineering, especially in the last 20 years (Ghanem, 2009). The consequences of inaccurate CFD results, nevertheless, are at best wasted time, money and effort and at worst catastrophic failure of components, structures or machines. Hence, to address the issue of trust and confidence in CFD, the estimation of numerical errors has a fundamental importance (Versteeg and Malalasekera, 2007).

Numerical errors are composed of four elements: truncation, iteration, round-off and programming errors (Marchi and Silva, 2002). When numerical error consists in the contribution of none but the truncation one, it is also called discretization error (Tannehill et al., 1997), which can be estimated by several techniques, most of them based on the Richardson extrapolation (Richardson, 1910).

One of the most commonly used is the Grid Index Convergence (GCI) estimator, proposed by Roache (1997):

\[
GCI(\varphi_1, p) = F_3 \left[\frac{\varphi_1 - \varphi_2}{(q^3 - 1)}\right] \quad (10)
\]

where \(F_3\) is the safety factor (which usually has a value that equals to 3, including in this work); \(\varphi_1\) and \(\varphi_2\) are, respectively, the numerical solutions for the fine \((h_1)\) and coarse \((h_2)\) grids; \(q\) is the grid refinement ratio \((q = h_2/h_1)\); \(h\) is the grid spacing or distance between two successive grid points; \(p\) is related to the asymptotic \((p_a)\) or the apparent \((p_{ap})\) order – the lowest value between the two ones (Marchi and Silva, 2002). The asymptotic order depends on the chosen discretization model, while the apparent order, for constant refinement ratio, is evaluated by (Marchi and Silva, 2002):

\[
p_{ap}(h_i) = \frac{\log\left(\frac{\varphi_{h_i} - \varphi_{h_{i-1}}}{\varphi_{h_{i-1}} - \varphi_{h_{i-2}}}\right)}{\log(q)} \quad (11)
\]

in which \(\varphi_{h_i}\) corresponds to the numerical solution in a supercoarse grid \((h_i)\) and \(q = h_{i-1}/h_i = h_{i}/h_1\).

### Numerical Results

#### Isentropic one-species flow with constant properties

Preliminary studies on the use of GCI estimator for compressible flow are made using the adiabatic isentropic one-species flow with constant properties, which allows the comparison between the numerical uncertainties and the true error. Eleven grids, from 10 up to 10,240 volumes with a refinement ratio of 2, are employed. The asymptotic (a priori) and the apparent (a posteriori) orders \((p_a\) and \(p_{ap}\)) respectively of the numerical error behaviour in relation to the grid element size \((h)\) are presented in Fig. 2. As can be seen, the apparent order tends to the asymptotic one for all the variables analysed, with the grid refinement, as expected.

The numerical results and their respective error estimates, based on GCI estimator, for three different grids, are presented in Tab. 2. In all the cases, numerical solutions with their respective error ranges include the analytical solution. It is also noted that the solutions for the 80-volumes grid has numerical uncertainties of the same magnitude of experimental errors, as observed before by Marchi et al. (2004). Based on this, for all the other cases, the grid refinement will be taken at least for the 80-volumes grid.
Figure 2. Asymptotic and apparent orders for all the variables of interest.

Table 2. Numerical solutions for isentropic flow, with error estimates.

<table>
<thead>
<tr>
<th>Variable of interest</th>
<th>Analytical solution</th>
<th>Number of volumes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>80</td>
</tr>
<tr>
<td>$C_{d}$ [adim.]</td>
<td>1.00000000000</td>
<td>1.000 ± 3x10^-3</td>
</tr>
<tr>
<td>$F^*$ [adim.]</td>
<td>1.00000000000</td>
<td>1.001 ± 4x10^-3</td>
</tr>
<tr>
<td>$P_{ex}$ [Pa]</td>
<td>29173.41883</td>
<td>2.912x10^4 ± 8x10^1</td>
</tr>
<tr>
<td>$T_{ex}$ [K]</td>
<td>1712.740924</td>
<td>1710 ± 7</td>
</tr>
<tr>
<td>$u_{ex}$ [m/s]</td>
<td>3316.715006</td>
<td>3319 ± 7</td>
</tr>
<tr>
<td>$M_{ex}$ [adim.]</td>
<td>3.192834585</td>
<td>3.20 ± 1x10^-2</td>
</tr>
</tbody>
</table>

Physical and chemical models

Despite the fact that nine chemical schemes are available in the implemented code (for frozen and local equilibrium flows), only results for 6 and 8-species models are presented. This decision is taken based on preliminary studies, in which the other chemical schemes do not present good accuracy compared to CEA (Glenn Research Center, 2005) results. CEA (Chemical Equilibrium with Applications) is a program provided by the Glenn Research Center, a laboratory related to the NASA, which solves frozen and local equilibrium flows for adiabatic one-dimensional conditions. For the non-equilibrium model, results of two chemical models (31 and 32) are presented. The chosen chemical models (3 and 10 for frozen/local equilibrium flows) have good accuracy to the CEA results, with better CPU performance in comparison to their counterparts, although numerical results for chemical models which present the same species are always identical to each other.

Numerical results for all the variables of interest, including the discretization error estimates, for the 80-volumes grid are presented in Table 2. Six and eight species schemes, for both frozen and equilibrium models and adiabatic or regeneratively cooled walls, present the same results. It means that the inclusion of new species (HO2 and H2O2) has no important role on either the flow conditions or the variables of interest. Once the increasing of the number of species is related to the growth of the numerical model complexity, six species are preferable to eight species schemes.

Fixing the physical model, based on results in Table 3, it is seen that the heat transfer effects, related to the regenerative cooling system, present only small influence on the global variables of interest ($C_d$ and $F^*$): it is no greater than 1.0%, which is overlapped by the error estimates. The presence of the cooling system, however, is observed for the local variables of interest ($P_{ex}$, $T_{ex}$, $u_{ex}$ and $M_{ex}$), for which the variation is about 1.0 to 4.5% (out of the uncertainties range), depending on the physical model and on the variable of interest considered. Such difference is caused by the fact that the global variables of interest are related to the mass flux flow and the local variables are strongly related to the energy of the flow. While the mass flux flow through the nozzle, with or without regenerative cooling, is basically the same, the presence of the cooling system reduces the energy of the gases flow by the heat transfer to the coolant. In this way, the presence of the cooling system has smaller effects on $C_d$ and $F^*$ and stronger effects on $P_{ex}$, $T_{ex}$, $u_{ex}$ and $M_{ex}$.

Cooling system

Table 4 provides the numerical results for the coolant properties as well as for the heat transfer parameters: the coolant pressure drop through the channels ($\Delta P$), the exit coolant temperature ($T_{cool}$), the maximum heat flux to the coolant ($q_{max}'$) and the maximum wall temperature ($T_{wall}$). As can be seen, numerical results are quite independent of the physical model choice: in all the physical models studied, the coolant pressure drop is exactly the same. For the exit coolant temperature, only a small variation is observed (0.54 K, at maximum); it is, however, a bit larger than the numerical uncertainty (0.2 K), and can be attributed to the differences among the physical models. Larger differences are observed for the maximum heat flux: it achieves $8.3x10^7$ $W/m^2$ (comparing the one-species gas to the frozen flow models), what can also be related to the physical models. The effect of such variation on the maximum wall temperature, however, is quite small: only 8.5 K (for the same physical models) and, if frozen and equilibrium results are compared, this difference is even smaller: 5.5 K. Such variation, however, is larger than the numerical uncertainty ranges and can again be attributed to the physical model differences.

Table 3. Numerical results and error estimates for the 80-volumes grid.

<table>
<thead>
<tr>
<th>Model</th>
<th>( C_e ) [adim.]</th>
<th>( F_e ) [adim.]</th>
<th>( P_e ) [Pa]</th>
<th>( T_e ) [K]</th>
<th>( u_e ) [m/s]</th>
<th>( M_e ) [adim.]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Analytical (R1)</td>
<td>1.0</td>
<td>1.0</td>
<td>2.917342x10^4</td>
<td>1712.7409</td>
<td>3316.7150</td>
<td>3.1928346</td>
</tr>
<tr>
<td>One-species, constant</td>
<td>(1.000 \pm 3x10^{-3})</td>
<td>(1.001 \pm 4x10^{-3})</td>
<td>2.912 x10^7 ± 8x10^6</td>
<td>1710 ± 7</td>
<td>3319 ± 7</td>
<td>3.20 ± 1x10^{-2}</td>
</tr>
<tr>
<td>properties (R1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>One-species, variable</td>
<td>(1.060 \pm 3x10^{-3})</td>
<td>(1.004 \pm 4x10^{-3})</td>
<td>3.005x10^6 ± 4x10^6</td>
<td>1800 ± 7</td>
<td>3142 ± 6</td>
<td>3.15 ± 1x10^{-2}</td>
</tr>
<tr>
<td>properties (R2)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frozen – mod. 3, 4, 5</td>
<td>(1.001 \pm 3x10^{-3})</td>
<td>(1.000 \pm 4x10^{-3})</td>
<td>2.74x10^6 ± 1x10^2</td>
<td>1606 ± 9</td>
<td>3312 ± 7</td>
<td>3.24 ± 1x10^{-2}</td>
</tr>
<tr>
<td>and 7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frozen – mod. 9 and 10</td>
<td>(1.001 \pm 3x10^{-3})</td>
<td>(1.000 \pm 4x10^{-3})</td>
<td>2.74x10^6 ± 1x10^2</td>
<td>1606 ± 9</td>
<td>3312 ± 7</td>
<td>3.24 ± 1x10^{-2}</td>
</tr>
<tr>
<td>CEA (frozen)</td>
<td>1.000580</td>
<td>0.998992</td>
<td>2.7448x10^4</td>
<td>1607.91</td>
<td>3311.4519</td>
<td>3.231</td>
</tr>
<tr>
<td>Equilibrium – mod. 3,</td>
<td>(0.98 \pm 1x10^{-2})</td>
<td>(1.01 \pm 1x10^{-2})</td>
<td>3.63x10^6 ± 5x10^2</td>
<td>2461.2 ± 3x10^{-1}</td>
<td>3427 ± 2</td>
<td>2.911 ± 2x10^{-3}</td>
</tr>
<tr>
<td>4, 5 and 7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Equilibrium – mod. 9</td>
<td>(0.98 \pm 1x10^{-2})</td>
<td>(1.01 \pm 1x10^{-2})</td>
<td>3.63x10^6 ± 5x10^2</td>
<td>2461.4 ± 3x10^{-1}</td>
<td>3427 ± 2</td>
<td>2.911 ± 2x10^{-3}</td>
</tr>
<tr>
<td>and 10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CEA (local equilibrium)</td>
<td>0.977372</td>
<td>1.011553</td>
<td>3.6178x10^4</td>
<td>2462.41</td>
<td>3432.7056</td>
<td>2.986</td>
</tr>
<tr>
<td>Non-equilibrium – mod. 31</td>
<td>(1.01 \pm 1x10^{-2})</td>
<td>(1.01 \pm 1x10^{-2})</td>
<td>3.18x10^6 ± 2x10^2</td>
<td>1910 ± 3x10^{-1}</td>
<td>3340 ± 1x10^{-1}</td>
<td>3.05 ± 3x10^{-2}</td>
</tr>
<tr>
<td>Non-equilibrium – mod. 32</td>
<td>(1.01 \pm 1x10^{-2})</td>
<td>(1.01 \pm 1x10^{-2})</td>
<td>3.25x10^6 ± 2x10^2</td>
<td>1980 ± 3x10^{-1}</td>
<td>3340 ± 1x10^{-1}</td>
<td>3.02 ± 3x10^{-2}</td>
</tr>
</tbody>
</table>

Results for adiabatic walls

Results for walls with regenerative cooling

<table>
<thead>
<tr>
<th>Model</th>
<th>( C_e ) [adim.]</th>
<th>( F_e ) [adim.]</th>
<th>( P_e ) [Pa]</th>
<th>( T_e ) [K]</th>
<th>( u_e ) [m/s]</th>
<th>( M_e ) [adim.]</th>
</tr>
</thead>
<tbody>
<tr>
<td>One-species, variable</td>
<td>(1.070 \pm 3x10^{-3})</td>
<td>(1.004 \pm 4x10^{-3})</td>
<td>2.94x10^6 ± 8x10^6</td>
<td>1730 ± 7</td>
<td>3112 ± 6</td>
<td>3.18 ± 1x10^{-2}</td>
</tr>
<tr>
<td>Properties (R2)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frozen – mod. 3</td>
<td>(1.011 \pm 3x10^{-3})</td>
<td>(0.999 \pm 4x10^{-3})</td>
<td>2.67x10^6 ± 1x10^2</td>
<td>1534 ± 9</td>
<td>3278 ± 7</td>
<td>3.27 ± 2x10^{-2}</td>
</tr>
<tr>
<td>Frozen – mod. 10</td>
<td>(1.011 \pm 3x10^{-3})</td>
<td>(0.999 \pm 4x10^{-3})</td>
<td>2.67x10^6 ± 1x10^2</td>
<td>1534 ± 9</td>
<td>3278 ± 7</td>
<td>3.27 ± 2x10^{-2}</td>
</tr>
<tr>
<td>Equilibrium – mod. 3</td>
<td>(0.98 \pm 1x10^{-2})</td>
<td>(1.01 \pm 1x10^{-2})</td>
<td>3.59x10^6 ± 5x10^2</td>
<td>2425.4 ± 8x10^{-1}</td>
<td>3409 ± 2</td>
<td>2.922 ± 2x10^{-3}</td>
</tr>
<tr>
<td>Equilibrium – mod. 10</td>
<td>(0.98 \pm 1x10^{-2})</td>
<td>(1.01 \pm 1x10^{-2})</td>
<td>3.59x10^6 ± 5x10^2</td>
<td>2425.6 ± 8x10^{-1}</td>
<td>3409 ± 2</td>
<td>2.922 ± 2x10^{-3}</td>
</tr>
<tr>
<td>Non-equilibrium – mod. 31</td>
<td>(1.01 \pm 1x10^{-2})</td>
<td>(1.01 \pm 1x10^{-2})</td>
<td>3.10x10^6 ± 2x10^2</td>
<td>1860 ± 3x10^{-1}</td>
<td>3320 ± 3x10^{-1}</td>
<td>3.08 ± 3x10^{-2}</td>
</tr>
<tr>
<td>Non-equilibrium – mod. 32</td>
<td>(1.01 \pm 1x10^{-2})</td>
<td>(1.01 \pm 1x10^{-2})</td>
<td>3.18x10^6 ± 2x10^2</td>
<td>1920 ± 3x10^{-1}</td>
<td>3320 ± 1x10^{-1}</td>
<td>3.05 ± 3x10^{-2}</td>
</tr>
</tbody>
</table>

(R1): \( R_g = 526.97 \text{ J/kgK} \); (R2): \( R_g = 461.525 \text{ J/kgK} \) (equivalent to combustion gases mixture for the ideal model)

Figures 3 and 4 provide the temperature distribution for both the gases flow and the wall, respectively, for different physical models. While the physical models have an important role on the temperature of the gases flow, as can be seen in Fig. 3, the distribution of the wall temperatures are little affected by them, Fig. 4, especially at the nozzle throat, where the critical temperature of the whole structure is achieved. In Fig. 3, it is also included numerical results of CEA for both adiabatic frozen and local equilibrium walls, and the same is depicted in Fig. 4. In Fig. 4, it is also observed that the critical wall temperature is much higher for the frozen flow model compared to the local equilibrium model, as seen in the convection coefficient. The differences between frozen and local equilibrium models are more pronounced at the nozzle throat, where the critical temperature of the gases flow, as can be seen in Fig. 3, the highest wall temperature is achieved. In Fig. 4, it is also observed that the highest temperature of the gases flow and the highest wall temperature at the wall: while temperatures associated to the local equilibrium flow are always higher than the other physical models, as seen in Fig. 3, the highest wall temperature is achieved when the frozen flow model is employed (Fig. 4), which corresponds to the lowest temperature profile through the nozzle.

The higher values for the wall temperatures in the frozen flow model from the thrust chamber entrance to the throat region, seen at Fig. 4, can be explained by differences observed in the convection coefficient: while it achieves 11,691 W/m²K in the nozzle throat region for the frozen flow, it is about 10,861 W/m²K for the local equilibrium. Thus, even though the local equilibrium model presents recombination reactions, which are exothermic and contribute to higher gases temperatures, the more elevated values for convection coefficient verified for the frozen flow overtake these effects. Because of this, the highest wall temperatures are associated to the frozen model, in spite of the local equilibrium one. Otherwise, the difference between frozen flow and equilibrium flow reaction gas temperatures after the nozzle throat region becomes so expressive that the effects of the more elevated values for convection coefficient are overtaken by the higher gases temperatures of the local equilibrium flow. Because of this, the wall temperatures, from the nozzle throat to the thrust chamber exit, are higher for the local equilibrium model.

CPU time

All the studies of this work were performed in a Pentium IV 3400 MHz, 4.00 GB RAM machine. Although the numerical results for six and eight species models are similar for both frozen and local equilibrium flows, the CPU time requirements were quite different. Table 5 provides information about the number of iterations needed in each one of the physical models, for both the gases and the coolant...
flows, as the number of global iterations employed. The number of iterations was high enough to guarantee the achievement of the round-off error for each sub-problem separately, in each global iteration. The only exception was the non-equilibrium flow, for which a tolerance (for the ratio between both the heat transfer rate from the reactive gases flow and the heat transfer rate received by the coolant) of $10^{-5}$ was specified by CPU time restrictions. The adopted procedure was needed to minimize the other components of the numerical error to none, but the truncation one (in this case, also named discretization error), in order to allow the use of the GCI estimator.

According to Tab. 5, six specie models needed about 87% of the CPU time required by the eight species ones for the frozen flow, and about 51% of the CPU time of the eight-species for the local equilibrium one. Once the numerical results are the same for both chemical species schemes, six species models should be preferred by the lowest CPU time. Considering the coolant properties and the wall temperatures, seen at Tab. 4, and the CPU time, at Tab. 5, the preferable physical model might be the frozen one. This choice is based on the fact that such model provides the upper bound values for both the temperature and the heat flux in the wall, which are the most critical features in the rocket engine design, with the lowest CPU time: studies with the frozen flow model are at least 500 times faster than the ones with the local equilibrium model and 5,500 times faster than the non-equilibrium ones.

Table 4. Numerical results for the coolant flow and the wall temperature for the 80-volumes grid.

<table>
<thead>
<tr>
<th>Model</th>
<th>$\Delta P$ [Pa]</th>
<th>$T_{cool}$ [K]</th>
<th>$\dot{q}_{max}$ [W/m$^2$]</th>
<th>$T_{max}$ [K]</th>
</tr>
</thead>
<tbody>
<tr>
<td>One-species, variable Properties (R2)</td>
<td>$8.4 \times 10^5 \pm 3 \times 10^4$</td>
<td>$311.36 \pm 2 \times 10^{-2}$</td>
<td>$3.197 \times 10^7 \pm 5 \times 10^4$</td>
<td>$620.0 \pm 3 \times 10^1$</td>
</tr>
<tr>
<td>Frozen – mod. 3</td>
<td>$8.4 \times 10^5 \pm 3 \times 10^4$</td>
<td>$311.6 \pm 2 \times 10^{-1}$</td>
<td>$3.28 \times 10^7 \pm 1 \times 10^5$</td>
<td>$628.5 \pm 7 \times 10^1$</td>
</tr>
<tr>
<td>Frozen – mod. 10</td>
<td>$8.4 \times 10^5 \pm 3 \times 10^4$</td>
<td>$311.6 \pm 2 \times 10^{-1}$</td>
<td>$3.28 \times 10^7 \pm 1 \times 10^5$</td>
<td>$628.5 \pm 7 \times 10^1$</td>
</tr>
<tr>
<td>Equilibrium – mod. 3</td>
<td>$8.4 \times 10^5 \pm 3 \times 10^4$</td>
<td>$311.9 \pm 2 \times 10^{-1}$</td>
<td>$3.23 \times 10^7 \pm 4 \times 10^5$</td>
<td>$623 \pm 3$</td>
</tr>
<tr>
<td>Equilibrium – mod. 10</td>
<td>$8.4 \times 10^5 \pm 3 \times 10^4$</td>
<td>$311.9 \pm 2 \times 10^{-1}$</td>
<td>$3.23 \times 10^7 \pm 4 \times 10^5$</td>
<td>$623 \pm 3$</td>
</tr>
<tr>
<td>Non-equilibrium – mod. 31</td>
<td>$8.4 \times 10^5 \pm 3 \times 10^4$</td>
<td>$311.40 \pm 2 \times 10^{-2}$</td>
<td>$3.235 \times 10^7 \pm 9 \times 10^4$</td>
<td>$624.0 \pm 4 \times 10^1$</td>
</tr>
<tr>
<td>Non-equilibrium – mod 32</td>
<td>$8.4 \times 10^5 \pm 3 \times 10^4$</td>
<td>$311.46 \pm 2 \times 10^{-2}$</td>
<td>$3.240 \times 10^7 \pm 9 \times 10^4$</td>
<td>$624.5 \pm 4 \times 10^1$</td>
</tr>
</tbody>
</table>

(R2): $R_g = 461.525$ J/kgK (equivalent to combustion gases mixture for the ideal model)
Table 5. CPU time for the regeneratively cooled nozzle (80-volumes grid).

<table>
<thead>
<tr>
<th>Physical Model</th>
<th>Chemical Reaction</th>
<th>Iterations for:</th>
<th>Global Iterations</th>
<th>CPU time</th>
</tr>
</thead>
<tbody>
<tr>
<td>One-species, variable properties</td>
<td>---</td>
<td>6,000</td>
<td>1,000</td>
<td>20</td>
</tr>
<tr>
<td>Frozen Flow</td>
<td>3</td>
<td>5,000</td>
<td>1,000</td>
<td>20</td>
</tr>
<tr>
<td>Equilibrium Flow</td>
<td>10</td>
<td>5,000</td>
<td>1,000</td>
<td>20</td>
</tr>
<tr>
<td>Frozen Flow</td>
<td>3</td>
<td>15,000</td>
<td>1,000</td>
<td>20</td>
</tr>
<tr>
<td>Non-Equilibrium Flow</td>
<td>10</td>
<td>15,000</td>
<td>1,000</td>
<td>20</td>
</tr>
<tr>
<td>Equilibrium Flow</td>
<td>31</td>
<td>5,000,000</td>
<td>1,000</td>
<td>5</td>
</tr>
<tr>
<td>Non-Equilibrium Flow</td>
<td>32</td>
<td>4,000,000</td>
<td>1,000</td>
<td>5</td>
</tr>
</tbody>
</table>

Conclusion

Numerical studies for a regeneratively cooled rocket engine were performed, taking into account different physical and chemical models. For all the results, numerical uncertainties were evaluated by the GCI estimator and comparisons between the numerical results provided by the implemented code and the NASA's code CEA provided good concordance, for adiabatic nozzle conditions.

The main results of this work can be summarized as follows:

1. GCI estimator can be employed for compressible flows, providing accurate results for the numerical uncertainties.
2. Numerical results for the 80-volumes grid are as accurate as the experimental ones, with numerical and experimental uncertainties of the same magnitude.
3. There are not significant differences on the numerical results between six and eight species models for both frozen and local equilibrium flows. The major difference is observed in the CPU time requirements, which is higher for the eight species models.
4. The assembling of the refrigeration effects to the gases flow has only small influence on the global parameters of interest in the nozzle. For local parameters of interest, otherwise, larger differences were observed, which can be related to the differences among the physical models.
5. The choice of the physical model has little influence in the coolant parameters, such as the pressure drop and the coolant exit temperature. For the maximum heat flux and the maximum wall temperature, however, the differences are more expressive.
6. Once the frozen flow model presents the upper bound values for both the maximum heat flux and the maximum temperature in the wall (two of the most important features in the rocket engine design), with lower CPU time, this model should be the preferable one, at least for preliminary studies.
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