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ABSTRACT. Due to the recent growth in the consumer credit market and the consequent increase in default indices, companies are seeking to improve their credit analysis by incorporating objective procedures. Multivariate techniques have been used as an alternative to construct quantitative models for credit forecast. These techniques are based on consumer profile data and allow the identification of standards concerning default behavior. This paper presents a methodology for forecasting credit risk by using three multivariate techniques: discriminant analysis, logistic regression and neural networks. The proposed method (deemed the CRF Model) consists of six steps and is illustrated by means of a real application. An important contribution of this paper is the organization of the methodological procedures and the discussion of the decisions that should be made during the application of the model. The feasibility of the approach proposed was tested in a program for granting credit offered by a network of pharmacies. The use of the models for forecasting credit risk greatly reduces the subjectivity of the analysis, by establishing a standardized procedure that speeds up and qualifies credit analysis.
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1 INTRODUCTION

The credit market for low-income individuals in Brazil displays paradoxical characteristics. On the one hand, large numbers of individuals receive an income which makes it difficult for them to balance their basic domestic budget. On the other, many companies offer the promise of easy credit at a minimum bureaucracy (Silva, 2006).

According to Pereira (2006), the growth of credit in recent years has been alerting credit analysts to a period of turbulence that may well be in the offing. Table 1 presents information on the growth of credit and GDP in Brazil. A disparity is observed among the numbers, due to the increase in the use of personal credit being much larger than the increase in GDP.
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The growth in demand for personal credit in Brazil has been revolutionizing this market, thus companies in this sector are adapting themselves to remain at the forefront of the opportunities. The phenomenon has caused a re-engineering in credit systems with regard to the role of technology in granting credit (Pereira, 2006).

Companies that grant credit are investing in better credit analysis, so as to avoid working with clients who pose a risk, thus reducing the default rate. Therefore besides the experience of the analyst, they are using methods and techniques that assist in the task of deciding whether a client is creditworthy. Recently, risk management has come to occupy a prominent position in financial administration, particularly as a result of the expansion of credit, of market growth and of globalization (Bueno, 2003).

According to Steiner et al. (2007), making the correct decision as to granting credit is essential for the survival of financial institutions. Any error in the decision to grant credit may mean that a single operation promotes a loss equivalent of the gain obtained in dozens of other successful transactions, since non-receipt represents the total loss of the amount lent. Therefore, it is important to forecast and reduce default, since the losses on unsuccessful credit will have to be covered by charging high interest rates on new lines of credit.

As Schrickel (1997) states, risk analysis involves the ability to make a credit decision in a scenario of uncertainties, constant changes and incomplete information. This ability depends on the capacity to logically analyse often complex situations, and reach a conclusion that is practical and feasible to implement.

In many companies, assessing creditworthiness is based on a variety of information from various sources. Managers analyse this information in a subjective way and often cannot explain the decision making processes, although they do manage to pinpoint the factors that influence decisions. Moreover, these environments are dynamic, with constant changes, and decisions must be made quickly (Mendes Filho et al., 1996).

The use of models that forecast risk is vital in some cases. These models, based on recent data on clients transactions, generate a score associated with the clients characteristics, which leads to the establishment of patterns of default behavior. According to Guimarães & Chaves Neto (2002), when the company has at its disposal a rule for recognizing patterns and a classification to indicate in advance the chance of non-payment by a future client, the decision to grant credit is made easier. The rule uses quantitative arguments to replace the subjective arguments and lets the decision be taken with greater confidence. Accordingly, the objective of this study is to...
propose a systematic approach to build credit risk forecast models so as to grant personal credit. The approach, deemed CRF Model, uses different analysis methodologies, in particular, discriminant analysis, logistic regression and neural networks, and it is illustrated by means of a practical application.

This article is organized into four sections. After this introduction, the Section 2 provides the theoretical foundation, in which a brief outline on forecast credit risk model is given. Section 3 details the systematic approach proposed for building CRF models. Section 4 describes the background and the results of an applied study in which the systematic approach was used. The last section of the paper presents final considerations, including the main conclusions drawn.

2 MODELS FOR FORECASTING CREDIT RISK

Knowing the likelihood of a client honoring his/her commitments is essential information when taking a decision in regard to granting credit. Financial institutions could have an increase in their profits if the criteria used for granting credit were more objective. Possessing a classification provided by a model that forecasts credit risk, the company can have a preliminary diagnosis of the probable behavior of a new client, approving or not the demanded credit (Vasconcellos, 2004).

Steiner et al. (2007) stress that quantitative forecasting models are widely used to aid credit analysis, and have the advantages of: (i) increasing the number of clients worthy of having the credit approved, thus increasing profits; (ii) increasing the number of those not worthy of receiving the credit, thus reducing losses; (iii) analyzing credit applications faster; (iv) subjective criteria being replaced with objective decisions; and, finally, (v) requiring fewer people to manage credit transactions.

Caouette et al. (1999) argue that scoring systems for credit risk are important for placing, at the disposal of the creditor, knowledge that would not otherwise be readily available. These authors add that there is a great competitive advantage in using models, because an integrated scoring system allows operations to take place in different geographical regions, involving several people, and even then, maintaining objectivity in decisions.

Models for risk forecast are tools that support credit on a very large scale, which is characterized by evaluating a large number of requests for small amounts, since market competition requires quick decisions. The analyst inputs the data from his potential client into the credit system, and immediately, the computer provides information as to credit approval. Indeed, the statistical methods used to construct the model take into consideration the institution’s record with its clients, thus enabling the identification of the characteristics that differentiate the good from the bad payer (Silva, 2006).

Starting in the 1970s, with the rapid development of computing, scoring systems for credit based on statistical approaches emerged in the business of financing individuals and companies as one of the most important methods to support decision-making for large volumes of applications for credit (Santos, 2000).
Some authors such as Singh (2003) and Caouette et al. (1999) cited multivariate statistical analysis as a powerful tool in assessing the risk of non payment present when granting credit. One of the advantages of using statistical techniques to develop scoring systems is that the weights to be assigned to risk variables are determined by statistical calculations and processes, which excludes the subjectivity inherent at the moment of analysis or even the state of mind of the credit analyst.

After assigning numerical values to each selected applicant characteristic or risk variable, a score is obtained that will determine in a standardized, consistent and objective way, based on the calculated probability of repayment, if the credit may be granted or should be refused (Santos, 2000).

There are several techniques for building credit risk forecast models. Among the possible methods are: multiple linear regression, linear programming, genetic algorithms, decision tree, discriminant analysis, logistic regression, neural networks and, more recently, survival analysis as set out in the study of Andreeva et al. (2007).

The combined use of techniques is also promising. Scarpel & Milioni (2002) combined a logit type econometric model with an integer linear programming model, with the aim of assisting credit analysis by using the estimated probability of companies solvency, thus minimizing the sum of opportunity and non payment costs. The authors concluded that the combined use of these models made it possible to eliminate the limitations found when they are used in isolation in decisions to grant credit.

### 3 SYSTEMATIC FOR DEVELOPING THE CRF MODEL

The systematic approach proposed for developing credit risk forecast models consists of six steps (see Table 2). The steps for building the CRF Model are explained one by one, and range from the first details needed to start the study to the steps for implementing the model.

#### 3.1 Defining the population

The first step of the approach proposed includes defining the population and comprises the following steps: (i) availability of a credit history; (ii) selecting the target population at which the CRF model is aimed; (iii) defining satisfactory and unsatisfactory performance.

The basic assumption for building credit risk forecasts models is that clients sustain the same pattern of behavior over time (Gouvea & Gonçalves, 2006). Therefore, given that model building is exclusively based on company’s experience with using credit, all the data used in development come from business records. Sample data must comprise all information known about the clients at the time of granting credit, and also, their subsequent status as good and bad payers.

Before defining the parameters for selecting the sample, it is necessary to decide on for which segment of the population the model will be used. In small and medium-sized businesses, where there is only one type of credit, this might be the entire population (namely, all clients). In large companies, which offer various credit products, the population for the study must be limited by product type.
Table 2 – Steps to develop the FCR Model.

<table>
<thead>
<tr>
<th>Steps to implementation</th>
<th>Defining the population</th>
<th>Selecting the sample</th>
<th>Preliminary analysis</th>
<th>Building the model</th>
<th>Choosing the model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>• existence of credit history;</td>
<td>• identifying variables available in the company’s system;</td>
<td>• choosing variables to put into the modelling;</td>
<td>• choosing the multivariate statistical technique;</td>
<td>• percentage of correct classifications;</td>
</tr>
<tr>
<td></td>
<td>• selecting the target population which the FCR Model is aimed at;</td>
<td>• defining the period and size of the sample;</td>
<td>• grouping attributes of variables;</td>
<td>• determining the software to be used;</td>
<td>• value of the KS test for two samples.</td>
</tr>
<tr>
<td></td>
<td>• defining satisfactory and unsatisfactory performance;</td>
<td>• validating consistency and completing the details;</td>
<td>• creating dummy variables.</td>
<td>• selecting independent variables;</td>
<td>• preparing the information system;</td>
</tr>
<tr>
<td></td>
<td>• separating the sample for analysis and testing.</td>
<td>• separating the sample for analysis and testing.</td>
<td>• checking suppositions of the techniques.</td>
<td>• checking suppositions of the techniques.</td>
<td>• determining the cut-off point.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Recommendations and Precautions when using the model;</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Reporting on Reviews and Monitoring the Model.</td>
</tr>
</tbody>
</table>

So as to construct the model, what must be defined initially are the concepts of acceptable and unacceptable credit performance. According to Gouvea and Gill (2006), besides good and bad clients, there are also clients who should be excluded from the analysis, such as, for example, clients who work in the company and indeterminate clients, who are on the borderline between those who would be considered good or bad, without a position being defined regarding payments. In practice, when constructing the model, companies normally consider only good and bad clients, due to the ease of working with models which give a dichotomous response.

Thus, there are four groups that should be separated in the total of credits granted: (i) clients who have never used the credit – non-users; (ii) clients who pay with little or no delay – good payers; (iii) clients banded as making intermediate delays in payments – indeterminate payers; and (iv) clients who accumulate considerable delay – bad payers. The definition of considerable delays should be set by the grantor, who will define the delays that can be accepted by the business. In building the model, only the groups of good and bad clients are used in order to accentuate profile separation and to reinforce the analysis.

3.2 Selecting the sample

In the stage of selecting the sample, the following criteria are defined: (i) identifying variables available in company’s system; (ii) defining the period of interest and sample size; (iii) validating the consistency and completeness of the data; (iv) separating the samples for analysis and for testing.
The analysis of the information contained in companies' database can be made by detailed observation of credit proposals. Among the possible pieces of information selected, also called demographic variables, are: gender, age, level of education, marital status, type of occupation, type of residence, length of current employment, and so forth (Mester, 1997). Lewis (1992) suggests that the inclusion in the credit proposal of items of information considered important for future assessment of model adequacy should be carefully evaluated.

To define the period from which the sample should be extracted, it is necessary to observe a time between granting the credit and checking clients' payment performance. Lawrence (1992) suggests that the clients who will be part of the sample have been included for at least 12-18 months. This elapsed time is usually sufficient to: (i) check the occurrence of delays and non payments, which define the bad client; and (ii) consolidate the payment behavior of the good client.

When using multivariate techniques, the sample size depends on the number of independent variables that will be part of the study for building the final model, and, especially, if the sample adequately covers most of the combinations that can be generated from these variables. Hair et al. (2005) suggest using a ratio of 20 observations for each independent variable included in the model. The sample size in most cases is not a problem, because when it comes to businesses that grant personal credit, there usually is an abundance of historical data.

When there is a database, an exploratory analysis is conducted, in which the contents of all fields are analyzed. At this point, completion, consistency of the fields and presence of missing observations should be checked. Inconsistent or atypical data should be eliminated.

One final point to be considered concerning sample is the issue of the division between the analysis sample and the testing sample in order to avoid possible bias. According to Assaf Neto & Brito (2005), when testing the model with the same sample used in its construction, it might be concluded that its performance is good when, in fact, it may work well only for these specific set of observations. Therefore, tests are needed to check if the forecasting power of the model is maintained for other samples coming from the same population.

There are no fixed rules to dividing the sample. Hair et al. (2005) argue that the choice regarding the division of the sample should be left to the researcher. Due to the greater importance that model building has over model testing, it is proposed to divide the total sample as suggested by Haykin (2001): 80% of the total sample for analysis and 20% for testing the final model. The separation of the samples is done via a computational routine, generating a uniformly distributed random variable to allocate, at random, cases to the respective samples.

### 3.3 Preliminary analysis

The preliminary analysis includes the following steps: (i) choosing variables to put into the modelling; (ii) grouping attributes of variables; (iii) creating dummy variables.

The first step before starting the analysis of the information from the database, deals with choosing the variables that will be put into the analysis, and which may come to form part of the final model. According to Smith (1996), there is no consolidated methodology for this process of choosing, as this depends on statistical tests and researcher's common sense.
By using contingency tables, a calculation is made of the relative risk (RR) associated to the levels of the independent variables, by dividing the percentage of good clients by the percentage of bad ones for each level. The more the percentages of good and bad clients differ for the levels of a single variable, the greater the usefulness of this variable for the prognosis of future performance (Lewis, 1992). For example, if the same fraction of good and bad clients are homeowners or rent their home, this variable provides no information that may help to establish the probability of a client turning out to be a good or bad payer.

For variables with many possible levels, such as, for example, Zip code and Profession, clusters are necessary. This is done with the aim of decreasing the number of levels to be analyzed and, especially, to obtain representativeness in the clusters in order to increase the chance of their being part of the final model. The measurement used to form these clusters is also the result of the relative risk.

As a general rule, the attributes are divided according to the value of the relative risk into the following classes: extremely poor (RR < 0.50); very bad (RR between 0.50 and 0.67); bad (RR between 0.67 and 0.90); neutral (RR between 0.90 and 1.10); good (RR between 1.10 and 1.50); very good (RR between 1.50 and 2.00); and excellent (RR greater than 2.00), as shown in Figure 1. Levels classified as neutral are not used in the analysis, since they are not greatly different from the good and bad groups (Lewis, 1992).

After selecting the levels that will be part of the multivariate analysis, a dummy variable is created for each one (e.g., each level of education will be a dummy variable). This variable assumes only two values (0 or 1). By using this artifice, problems are avoided arising from the nonlinearity of the attributes in the calculation of the multivariate analysis.

3.4 Construction of the model

The construction of the model comprises the following steps: (i) choosing the multivariate statistical technique; (ii) determining the software to be used; (iii) selecting the independent variables; and (iv) checking assumptions of the techniques.

Once the data have been reduced to cluster levels, carefully chosen for all features, and the respective dummies created, each analyst chooses the method to be used for modelling. This study proposes the use of discriminant analysis, logistic regression and neural networks. Such methods were chosen because they are among the most widely used for building credit models (Desai et al., 1996; Almeida & Dumontier, 1996; Arminger et al., 1997; Marques & Lima, 2002).

Discriminant analysis and logistic regression are statistical techniques that take different approaches, with the possibility of one of these techniques succeeding when the other fails, especially with regard to complying with certain assumptions. Neural networks are also part of the proposal because of its ability to deal with nonlinear and discontinuous effects, as they identify ratios that
customary statistical methods do not consider. Further details about the techniques can be found in Hair et al. (2005), Johnson & Wichern (2002) and Selau (2008).

The choice of software to be used is an important step as its characteristics should be checked regarding analysis to be performed and easiness of use. To build models using the techniques of discriminant analysis and logistic regression, commercial statistical package as for example SPSS and SAS are suggested. For training and testing neural networks, it is recommended the use of extension modules of the conventional statistical packages or specific software designed to develop the technique as, for example, BrainMaker or Neural Network.

The construction of an appropriate model, using any of the proposed techniques is a complex task. It is necessary, for example, to assess the variables that should be put into or come out of the analysis to avoid multicollinearity problems. Very often, due to the presence of multicollinearity (correlation between independent variables), exchanges of signs of the weights in the final model can occur.

Therefore, Smith (1996) suggests that the inclusion of the independent variables in the model may occur considering its association with the dependent variable. Secondly, if the model does not attain a satisfactory performance, one should move on to including variables with a lesser degree of explanation. The author further notes that this procedure is valid both for statistical methods and for neural networks. For the initial selection of the independent variables that should comprise the model, the stepwise method can be used, and, in fact, it is incorporated into many statistical packages. This automatically selects the best combination of independent variables for input into the model.

To proceed with the evaluation and use of the model built, it is necessary to observe the conditions for using the statistical techniques. The methodology of neural networks is more flexible than other statistical techniques, and no assumption needs to be verified. Neural networks do not presuppose a model to which the data should be adjusted, since the model is generated by the learning process (Correa et al., 2007).

The main assumptions of discriminant analysis to be verified are: multivariate normality, homogeneity of variance matrices and the absence of multicollinearity. To assess multivariate normality the Kolmogorov-Smirnov (KS) test is used; to test the homogeneity of variances, Box’s M test is employed. Multicollinearity problems are reduced using the stepwise method, since it identify the best set of independent variables that will comprise the final model.

In logistic regression, the only assumption to be checked is that of the absence of multicollinearity. Just as in discriminant analysis, this assumption is reasonably met by using the stepwise method for selecting independent variables.

3.5 Choice of model

To choose the best model using each of the three recommended techniques, two performance measures of performance can be evaluated: (i) percentage of correct classifications; and (ii) the value of the KS test for two samples.
First, in order to use the two measures, it is necessary to define the procedure for separating the classifications of good and bad payers. As the final result obtained from the model is usually a scale from 0-1 (the score based on the risk from each client), a client is defined as a poor payer when the result is less than 0.5; otherwise, he/she will be classified as a good payer.

The percentage of correct classifications should be evaluated by crossing observed results and forecast results, as shown in Table 3. In the main diagonal are the cases correctly classified, bad clients who were forecast to be bad and good clients forecast as good. Thus, the rate of correct forecasting is measured by dividing the number of correctly classified clients by the total number of clients who were part of the analysis. Experts consider that models which have a correct forecast rate above 65% are satisfactory (Picinini et al., 2003).

<table>
<thead>
<tr>
<th>Forecast</th>
<th>Observed</th>
<th>GOOD</th>
<th>BAD</th>
<th>TOTAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>GOOD</td>
<td>Correct forecasts in the classification of good clients</td>
<td>Good clients classified as bad ones</td>
<td>Total of good clients in the sample</td>
<td></td>
</tr>
<tr>
<td>BAD</td>
<td>Bad clients classified as good ones</td>
<td>Correct forecasts in the classification of bad clients</td>
<td>Total of bad clients in the sample</td>
<td></td>
</tr>
<tr>
<td>TOTAL</td>
<td>Total of good clients forecast by the model</td>
<td>Total of bad clients forecast by the model</td>
<td>Total clients</td>
<td></td>
</tr>
</tbody>
</table>

The KS test has the characteristic of simplicity. What is sought is to determine the maximum difference between two accumulated distributions. The two sub-populations (good and bad payers) translated by their respective results forecast by the model are displayed in cumulative distribution of frequencies. The differences between the distributions of good and bad payers for each forecast outcome are determined, and the value of the KS test is the greatest of these differences in module. If a difference greater than 30% is obtained, it can be considered that the model is efficient in forecasting for the two groups (Picinini et al., 2003). The value can be compared further with a critical value at 1% significance as per Equation 1:

\[ KS_{1\%} = 1.63 \sqrt{\frac{n_1 + n_2}{n_1 \times n_2}} \]

3.6 Steps towards implementation

In this last stage, the steps are suggested for implementing the model in the company: (i) preparing the information system; (ii) determining the cut-off point; (iii) recommendations and precautions when using the model; and (iv) reports on reviewing and monitoring the model.

By means of pre-defined criteria, the best model is chosen. Thereby the schedule for implementing the model in the company should be drawn up. The company’s Department of Information Technology should adapt their systems so as to receive the final model and to program its use in the areas involved (Gouvêa & Gonçalves, 2006).

To define the cut-off point, Vasconcellos (2004) proposes a procedure based on the default rate. First, clients are ranked according to their level of risk (the score being obtained from the model).
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and the expected result of default for each level is calculated. A decrease in default is expected as the score increases. According to the author, the process of setting the cut-off point aims to seek the point at which the risk becomes so high that default becomes non-sustainable.

Besides identifying the behavior of default, the score obtained from the model can also be used to define ways of managing the granting of credit, as exemplified by Queiroz (2006). As can be seen in Figure 2, based on score ranges the author suggests some credit policies, such as: non-approval, conducting analysis of all the documents, analysis of income documents, approaching clients without analysing documents and VIP clients.

One of the most important issues when implementing the model is to ensure that credit applications are evaluated under the same assessment conditions used for the clients comprising the sample when the model was developed. It should therefore be ensured that information obtained at the time of analysing new proposals display similar conditions to those gathered at the model building period (Vasconcellos, 2004).

Pereira et al. (2002) suggest that after using the model for a year, a review should be undertaken, following the same steps as those used to build the original model. Thereafter, the authors state that a review is mandatory only if there is significant change in defaults, in profitability, in terms or conditions of business, and, especially, in the population profile. Such changes should be monitored through reports concerning model performance.

4 STUDY APPLIED
This section briefly presents the results obtained from applying the systematic approach proposed for building credit risk forecast models.
4.1 Description of the company, client and market

In conducting this research, information was used that came from a database of clients of a pharmacy network with branches throughout Rio Grande do Sul. This network itself offers clients a credit card to facilitate paying for purchases. So as to preserve the confidentiality of some information, some data were changed, which does not prevent the use and understanding of the proposed approach.

As the network under study currently has only one credit product, the target of the research is, therefore, the entire population of clients for this product. The card offered by the company can be used to pay for purchases made in the chain stores. Payment can also be made in up to three instalments, with a single due date for payment of the account sent to client’s address, which is similar to conventional credit card practice.

4.2 Information available and adjustment of the model to the case study

In accordance with the determination of the credit quality desired by the grantor, the definition of the groups of clients was arrived at according to the delays in payment in the period analyzed. For the company under study, the good client is defined as one who has not delayed payment or has delayed payments by up to 30 days, while bad clients are those who make payments with at least a delay of more than 60 days after payment due date.

The identification of the information available on company’s system, potentially useful as independent variables for the analysis, was made based on the application that is completed by clients upon their requesting credit. At first, 16 variables were considered, including gender, age, marital status, level of education, profession, commercial and residential Zip Code, type of occupation, type of residence, income, type of income, credit in other establishments, and payment of pension.

The sample period consisted of records of clients approved between December 2005 and June 2006. After the initial cleaning of the database during which incomplete or erroneous records were eliminated, the study sample had a total of 11,394 clients. Given that only the good clients and bad payers were used in order to construct the model, the sample comprises 6,305 good clients and 2,720 bad ones. With a view to constructing and validating the model, this set of data was divided into analysis and testing samples in the ratio of 80% and 20%, respectively.

The analysis for choosing the variables that are put into the model as well as the grouping of those with a large number of levels and the creation of dummy variables, such as Zip Code and profession, was performed by calculating the relative risk, by dividing the percentage of good clients by the percentage of bad payers for each level. In this step, four variables (type of income, credit in other establishments, payment of pension and income) were excluded from the analysis because they present very low discrimination power.
4.3 Results obtained

Data modelling was performed using three rival models: discriminant analysis, logistic regression and neural networks. To build the models using the techniques of discriminant analysis and logistic regression SPSS version 13.0 was used. The software used for training and testing the neural networks, used to build the corresponding model was BrainMaker Professional version 3.7. The stepwise estimation method was used with significance levels for the models input and output of variables of 5% and 10% respectively. Of the total of 69 dummy variables created, only 26 had a significant discriminatory power to compile the final discriminant model (Eq. 2), 29 for the logistic model (Eq. 3) and 26 for the neural networks model.

\[
Y = 0.154 - 1.172 \text{DIDAD1} - 0.547 \text{DIDAD23} - 0.315 \text{DIDAD4} + 0.272 \text{DIDAD6} + 0.650 \\
\text{DIDAD7} + 0.933 \text{DIDAD8} + 0.366 \text{DSEXOF} - 0.344 \text{DPRIM} + 0.257 \text{DSUP} + 0.436 \\
\text{DCASADO} + 0.492 \text{DTSERV67} + 0.641 \text{DTSERV89} - 0.343 \text{DFILHO} - 0.580 \\
\text{DRES_ALU} - 0.602 \text{DGCEPR12} - 0.329 \text{DGCEPRE3} - 0.949 \text{DGCEPCO1} + 0.298 \\
\text{DGCEPC56} + 0.707 \text{DGCEPCO7} - 0.936 \text{DGPROF1} - 0.399 \text{DGPROF2} + 0.212 \\
\text{DGPROF5} + 0.293 \text{DGPROF67} - 0.613 \text{DCIDNA12} - 0.406 \text{DCIDNA3} + 0.457 \text{DCIDNA7} \\
\text{(2)}
\]

\[
Y = 1 + \exp (0.876 - 0.829 \text{DIDAD1} - 0.409 \text{DIDAD23} - 0.252 \text{DIDAD4} + 0.232 \text{DIDAD6} \\
+ 0.644 \text{DIDAD7} + 1.047 \text{DIDAD8} + 0.327 \text{DSEXOF} - 0.287 \text{DPRIM} + 0.270 \text{DSUP} \\
+ 0.410 \text{DCASADO} + 0.340 \text{DTSERV6} + 0.627 \text{DTSERV7} + 0.792 \text{DTSERV89} - 0.293 \\
\text{DFILHO} - 0.547 \text{DRES_ALU} - 0.392 \text{DGCEPR12} - 0.172 \text{DGCEPRE3} + 0.197 \\
\text{DGCEPRE5} + 0.328 \text{DGCEPRE6} + 0.608 \text{DGCEPRE7} - 0.768 \text{DGCEPCO1} + 0.218 \\
\text{DGCEPC56} + 0.472 \text{DGCEPCO7} - 0.718 \text{DGPROF1} - 0.318 \text{DGPROF2} + 0.283 \\
\text{DGPROF67} - 0.449 \text{DCIDNA12} - 0.328 \text{DCIDNA3} + 0.592 \text{DCIDNA7}) \\
\text{(3)}
\]

To obtain the neural networks, non-recurring type MLP (Multilayer Perceptron) networks were used, a function of sigmoid activation and the learning algorithm supervised by backpropagation of error, with only one hidden layer. Several networks were created with different numbers of hidden neurones in the hidden layer so as to check the performance regarding forecast of good and bad clients. The model with the best performance (with KS 40.3 for the sample analysis and 34.6 for the test sample) had 35 neurones in the hidden layer and was obtained after 1,200 rounds of the network.

A joint assessment of the three models (discriminant, logistic and neural networks) is presented in Figure 3, with the distribution of the good and bad payers and the rate of loss, which corresponds to the percentage of bad payers over the total number of clients.

On analyzing the behavior of the distribution curves of good and bad payers, it is verified that the models manage to separate the two groups of clients, since it is possible to observe the trend that bad payers are concentrated on the left of the scale, while good clients are positioned more to the right. The fall in the rate of losses, to the extent that the value of the scores increases, is also a reflection of the separation brought about by the models.
Figure 3 – Rate of loss and separation of the models built.
The two methods to check the forecasting power of the models were used: the percentage of correct classifications and the value of KS test. The results of the measurements for the three models are presented in Table 4. Both in the analysis sample and the test sample, the total percentages of correct forecasts found for all three models are over 65% and the values for the KS test are greater than 30, the minimum values if a model is considered to have a good power of separation (Picinini et al., 2003).

<table>
<thead>
<tr>
<th>Model</th>
<th>Percentage of correct classification</th>
<th>KS value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Analysis sample</td>
<td>Test sample</td>
</tr>
<tr>
<td>Discriminant</td>
<td>73.2</td>
<td>72.1</td>
</tr>
<tr>
<td>Logistic</td>
<td>73.3</td>
<td>72.2</td>
</tr>
<tr>
<td>Neural</td>
<td>74.8</td>
<td>72.7</td>
</tr>
</tbody>
</table>

The three models built had satisfactory performances as to forecasting the clients as good and bad payers, as they obtained 73.2%, 73.3% and 74.8% correct classification with the techniques of discriminant analysis, logistic regression and neural networks, respectively. A small superiority of the neural networks over other techniques was observed, which is explained by its capability to incorporate non-linear effects and combining effects of the variables.

The neural network model had better separation in the forecast than the other two models, which is also verified by the higher value for the KS test (40.3). However, its programming in the company's system may be considered complex, which could lead the company to choose the implementation of either the discriminant model or the logistic model.

The results obtained from discriminant analysis and logistic regression were quite similar in terms of performance, also evidenced by the values of the KS test, 36.7 and 36.9, respectively. Thus, a choice between the two models would be given by means of analyzing the assumptions for using the techniques, and, in this case, the logistic model has some advantages since it demands a smaller number of assumptions to be met.

5 CONCLUSIONS

The systematic presented in this study describes how to construct models for forecasting credit risk and addresses the definition of the population and details to be observed when selecting the sample and choosing the variables to be included in the credit risk model. The steps for preliminary analyses of the data and building models using the three techniques chosen: discriminant analysis, logistic regression and neural networks were also presented. Lastly, the methods for choosing the best models and implementation steps for implementation in the company's system were discussed.

Besides proposing the systematic, an applied study was presented which compared the techniques: discriminant analysis, logistic regression and neural networks. Therefore, it is believed
that the FCR model developed in this study can serve as a support tool for company researchers to build models adapted to specific business scenarios. A detailed comparison of the three techniques proposed here can be found in Selau (2008).

The use of models for credit risk forecasting eliminates the subjectivity of the analysis, by creating a standardized decision-making procedure that can be complemented with extra pieces of information that are not contemplated in the mathematical model. Thus, it is possible to accelerate credit analysis, which may allow an increase in business volume.

The systematic proposed in this paper was applied in a company that itself grants credit as a form of paying for its products. The application revealed that the systematic was useful for building and evaluating forecast models for credit risk. Using the proposed systematic, the most appropriate model can be identified, and the company can employ it as a tool to support the granting of credit by better selecting potential clients.
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