A PRACTICAL GUIDE FOR OPERATIONAL VALIDATION OF DISCRETE SIMULATION MODELS

Fabiano Leal\textsuperscript{1}, Rafael Flor\'encio da Silva Costa\textsuperscript{1},
José Arnaldo Barra Montevechi\textsuperscript{1}, Dagoberto Alves de Almeida\textsuperscript{1}
and Fernando Augusto Silva Marins\textsuperscript{2}\*  

Received July 2009 / Accepted August 2010

ABSTRACT. As the number of simulation experiments increases, the necessity for validation and verification of these models demands special attention on the part of the simulation practitioners. By analyzing the current scientific literature, it is observed that the operational validation description presented in many papers does not agree on the importance designated to this process and about its applied techniques, subjective or objective. With the expectation of orienting professionals, researchers and students in simulation, this article aims to elaborate a practical guide through the compilation of statistical techniques in the operational validation of discrete simulation models. Finally, the guide’s applicability was evaluated by using two study objects, which represent two manufacturing cells, one from the automobile industry and the other from a Brazilian tech company. For each application, the guide identified distinct steps, due to the different aspects that characterize the analyzed distributions.
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1 INTRODUCTION

Law (2006) claims that the use of simulation models can replace experimentations that occur directly in real systems, whether they exist or are still in design phase. In these systems, non-simulated experiments may not be economically viable, or even impossible to perform. According to Chwif & Medina (2007), a simulation model is able to capture complex and important characteristics of real systems, which allows its representation, in a computer, of the behavior that such systems would present when subjected to the same boundary conditions. The simulation model is used, particularly, as an instrument to answer questions like “what if...?”.

The literature presents a number of works that have applied discrete events simulation in several areas. It is possible to cite works such as those by Garza-Reyes \textit{et al.} (2010); Kouskouras &
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Georgiou (2007); Kumar & Sridharan (2007); Leal (2003); Montevecchi et al. (2007); Mosqueda et al. (2009); Raja & Rao (2007); Van Volsem et al. (2007). These works present, in different forms and different levels of detail, the process of validating models.

Harrel et al. (2004) state that, by nature, the process of building a model is prone to error, since the modeler must translate the real system into a conceptual model which, in turn, must be translated into a computational model. In this sense, verification and validation processes (V&V) have been developed in order to minimize these errors and make useful models to meet the purposes for which they were created.

Validation, as defined by Law (2006), is the process for determining whether the simulation model is an accurate enough representation of the system, for a particular purpose of the study. According to the author, a valid model can be used for decision making, and the ease or difficulty of the validation process depends on the complexity of the system being modeled.

When referring to the validation of simulation, two types can be considered: conceptual model validation and validation of the computational model (a.k.a. operational validation). The validation of the conceptual model will be presented in this article’s bibliographic review, but will not be the focus of the study. The validation of the computational model, the focus of this study, aims to ensure that, within the limits of the model and with certain reliability, the model can be used for the experiments that characterize the scenario being analyzed. This model is called operational.

Especially in the case of validation, it is common to publish papers in which this stage is poorly detailed, or even omitted. This paper will discuss this question.

Some questions are answered in this research. They are:

1. Does the literature regarding the subject show divergences in the form used for operational validation of models of discrete event simulation? What methods are being used in operational validation?

2. Is it possible to structure a guide of operational validation applied to discrete event simulation models?

The first question proposed is answered by analyzing the literature, as will be seen in the following item.

The second question posed in this article is answered by presenting a practical guide for operational validation of simulation models, tested on two objects of study. These objects of study correspond to two productive cells from different companies. In one of the presented models, there was a confirmatory experiment requested by the industrial director of the company analyzed, thus improving the acceptance of the model by the managers of the simulated system.

This research aims, therefore, to elaborate a guide through the compilation of statistical techniques for operational validation of discrete simulation models. It is worth mentioning that this guide is applicable to cases in which historical data of the real system are available to those
responsible for the simulation project. Besides the benefit in assisting researchers in modeling and simulation areas, this guide will have a relevant teaching application by leading the reader in the operational validation according to some characteristics of the model.

It is important to highlight that it is not intended defend in this paper that the tests organized in the practical guide will ensure that the model is absolutely valid. Box et al. (2009) even claimed that all models are wrong, but some models are useful. Authors such as Robinson (2007) and Balci (1997) defend the idea that you cannot fully validate a model. What is possible, according to these authors, is to increase the credibility of this model for those who must make the decisions.

This article is structured into five sections. Section 2 presents the concepts associated with the validation of discrete simulation models, as well as a brief description of how some papers in the literature performed operational validation. In Section 3 some techniques of operational validation are presented and discussed and in Section 4 the practical guide elaborated and its application are presented through two objects of study. Section 5 presents the conclusions of the work.

2 VALIDATION OF DISCRETE SIMULATION MODELS

Authors such as Chwif (1999) and Montevecchi et al. (2007) show a sequence of steps for a simulation project, countering the false idea that simulation consists only in the model’s computer programming. Figure 1, proposed by Montevecchi et al. (2007), presents a method of the steps for a simulation project, highlighting the steps of generating conceptual, computational and operational models.

The positioning of verification and validation activities, before the experimental phase, can be observed in Figure 1. These activities might ensure that the model actually represents the real system, within the limits that were set for the model. Although Figure 1 shows the activities of verification and validation at specific points, these actions occur throughout the simulation project. The actions taken by those responsible for building the model are directly related to V&V activities, from designing the conceptual model to planning scenarios to be tested. The positioning of these activities in Figure 1 aims to highlight moments of the project in which the verification and validation should be properly discussed and documented.

The flowchart in Figure 1 highlights the presence of three models that characterize their respective stages. The conceptual model must be validated to be converted into a computational model. The computational model validated is claimed to be operational (operational model or experimental model), and is able to carry out the experiments. The procedures chosen for the definition and execution of experiments (e.g. DOE) must have proper mechanisms of validation (residue analysis). Thus, here the computational model validated is not separated into operational or experimental model, since in practice they represent the same model.

The conceptual model, properly validated, is used in the construction, verification and validation of the computational model. The use of the conceptual model in the verification and validation of computational model is made by observing the flows of entry and exit, of conversion point of
Figure 1 – Sequence of steps proposed for simulation. Adapted from Montevecchi et al. (2007).
the entity, of resources and of controls used, etc. The use of conceptual model for these purposes can be found in works such as Leal et al. (2008) and Leal et al. (2009).

The use of the conceptual model can assist in face-to-face validation (shown in Section 3), along with the use of animation of the simulation. However, the validation of the computational model does not only occur with the use of the conceptual model. Statistical techniques should also be applied in order to show that the computational model, within its domain of applicability, behaves with satisfactory accuracy and consistency with the objectives of the study.

According to Chwif & Medina (2007), two important characteristics of validation should always be taken into consideration:

a) there is no way to 100% validate a model or to ensure it is 100% valid; and

b) there is no guarantee that a model is totally free of bugs. Thus, although the model can be checked for a given circumstance, there is no guarantee that, for any circumstances it works as intended.

The issue of validation involves not only the technical aspect. A complete overview of the process of modeling and simulation also involves art and science (Kleijnen, 1995). In respect to the model, authors such as Harrel & Tumay (1997) emphasize that it should be valid in the sense of satisfactorily representing reality and only including elements that influence the problem to be solved.

Balci (2003) made some considerations about the process of model verification and validation. According to the author, the results of verification and validation should not be considered as a binary variable, where the model being simulated is absolutely correct or absolutely incorrect. A simulation model is built in compliance with the objectives of the modeling and simulation projects, and its credibility is judged according to these goals. The author also writes that, the validation of simulation models, as well as verification, is a difficult process that requires creativity and insight.

Some validation techniques are more subjective, using the experience of specialists of the modeled system to validate the simulation model. However, this type of validation hardly ensures the results obtained for simulated experiments. Statistical research on data obtained in the simulation and on historical data (real) of the simulated system is necessary, whenever possible, thus making it an operational model.

Operational validation is understood as validation of the computational model (Fig. 1), defining it as suitable for the carrying out of experiments, within the limits set in the simulation project’s objectives. This differentiation is important, as another validation is carried out in the conceptual model in a previous step to obtain the computational model, as shown in Figure 1.

It is possible to observe in the literature articles that use discrete simulation models, which only mention the operational validation techniques used, with no further details of the validation procedures (Garza-Reyes et al., 2010; Mosqueda et al., 2009). Other articles carried out experiments...
and optimizations by using simulation models without providing information about operational validation process (Ahmed & Alkhamis, 2009; Ekren & Örnek, 2008; Ekren et al., 2010; Meade et al., 2006; Sandanayake et al., 2008).

As for authors such as Bekker & Viviers (2008); Longo (2010); Nazzal et al. (2006) and Kouskouras & Georgiou (2007), they validated operational models by using more subjective techniques, as face-to-face validation, Turing test and animation, present in some simulation softwares. Item 3 of this article will discuss some of these techniques.

Another operational validation used is the comparison of simulation and real system results, using the average and standard deviation of the results (Potter et al., 2007).

Finally, there are authors (Abdulmalek & Rajgopal, 2007; Lam & Lau, 2004; Jordan et al., 2009; Mahfouz et al., 2010) who carry out operational validation also through some form of statistical test, such as building confidence intervals.

Given this diversity of validation forms used by the authors in the area, this article aims to develop a practical guide for operational validation in a more objective way. Some of the techniques mentioned above will be presented in the following item.

### 3 OPERATIONAL VALIDATION TECHNIQUES

According to Banks et al. (2005), validation can be performed through a series of tests, some of them subjective and some others objective. According to these authors, subjective tests often involve people who know some or many aspects of the system, making judgments about the model and its outputs. The so-called objective tests always require data about the system’s behavior as well as corresponding data produced by the model, in order to compare some aspect of the system with the same aspect of the model, through one or more statistical tests.

Although this article focuses the statistical validation of the computational model, it is not intended to devalue other validation techniques. Kleijnen (1995) states in his article that analysts and users of simulation model must be convinced of its validity, not only by statistical techniques, but also by the application of other procedures, such as the use of animation to assist face-to-face validation or the use of Turing tests. As such, according to the same author, simulation will continue to be both an art and a science.

Some techniques for validation of models are presented by Sargent (2009). The author attributes these techniques to computational model validation. It is noteworthy that some of these techniques are more subjective and others more objective, according to the statement of Banks et al. (2005), presented at the beginning of this item.

- Animation: the operational performance of the model is graphically shown as the model evolves over time;
- Validation by events: the events of the simulation model are compared to those of the real system, in order to determine similarities;
• Face-to-face validation: individuals who know the system are asked if the model behavior is reasonable;

• Internal validity: different replicas of a stochastic model are made to determine the amount of variability of the model. A large variability can lead to questioning of the results;

• Operational Graphics: values of several performance measures, such as the queue size and the percentage of busy servers, are shown graphically as the model evolves over time;

• Sensitivity analysis: this technique consists of changing values of inputs and internal parameters of a model to determine the effect on the behavior and output of the model. The same relationships should occur between model and real system;

• Predictive validation: the model is used to predict the behavior of the system, then these predictions are compared with the behavior of the system;

• Turing test: consists in presenting the data generated by the real and the simulated model, randomly, for individuals who know the operations of the system being modeled. These individuals are then asked whether they can distinguish the outputs of both simulated model and actual system;

• Validation by historical data: if there are historical data (data collected in the system), part of the data is used to build the model and the rest of the data is used to determine whether the model behaves like the real system.

In the literature concerning statistical procedures, authors such as Chung (2004) highlight some tests, such as the F test. In his opinion, only one version of the test is required for simulation practitioners. This version is represented by equation (1):

$$F = \frac{S^2_M}{S^2_m}$$  

In Equation 1, where:

- $S^2_M$ is the variance of the data set of highest variance;
- $S^2_m$ is the variance of the data set of lowest variance.

In this case, we have the following Null Hypothesis: the variances of both sets of data (real system and model) are similar. The Alternative Hypothesis points to no similarity between the sets of variance. It is necessary to select the significance level $\alpha$ and to determine the critical value for $F$. Calculating the value of $F$ by equation (1), the Null Hypothesis is rejected if this value exceeds the critical value (taken from a table of $F$-Snedecor distribution).

As for the $t$-test, it is used when the data are normal (can be represented by a normal distribution). Another requirement for using this test is the condition of similarity of the variances between sets. This test will determine if there is a statistically significant difference between the averages of the sets analyzed, given a significance level $\alpha$. The $t$-test has the following Null Hypothesis: the
averages of both sets are equal. The Alternative Hypothesis points to the non-equality between the averages of the two sets.

The Smith-Satterthwaite method is used for cases in which data of the system and the model are normal, but with different variance. This test considers the differences in variances by adjusting the degrees of freedom for a critical \( t \) value (taken from a table of \( t \)-Student distribution).

The application of this model begins by calculating the number of degrees of freedom, using equation (2), where \( df \) represents the number of degrees of freedom, \( s_1^2 \) the variance of the first set, \( s_2^2 \) the variance of the second set, \( n_1 \) number of elements of the first set and \( n_2 \) number of elements of the second set.

\[
\begin{align*}
  df &= \frac{\left( \frac{s_1^2}{n_1} + \frac{s_2^2}{n_2} \right)^2}{\frac{(s_1^2/n_1)^2}{(n_1 - 1)} + \frac{(s_2^2/n_2)^2}{(n_2 - 1)}} \\
\end{align*}
\] (2)

Once the number of degrees of freedom is determined, a \( t \)-test is executed. It is important to highlight that, until this point, the data sets evaluated were considered parametric. To Montgomery & Runger (2003), traditionally, parametric methods are procedures based on a particular parametric family of distributions, which in this case is normal.

According to Montgomery & Runger (2003), when the distribution under study is not characterized as normal, non-parametric methods become very useful. Thus, in situations in which both sets of data are not considered normal, or either one of them, a non-parametric test is used, such as a Mann-Whitney \( U \) test. No assumption about the population distribution in nonparametric methods is made, except that it is continuous.

In the Mann-Whitney \( U \) test, given two independent samples, the null hypothesis is tested to see whether the median of two samples are equal. It is said, then, that this test is the nonparametric alternative to the \( t \) test for difference of means.

The choice of parametric or nonparametric methods is preceded by the assumption that the distribution is continuous. However, some response variables may be characterized as discrete. In this case, authors like Bisgaard & Fuller (1994); Lewis et al. (2000) and Montgomery (2001) recommend performing a transformation to stabilize the variance before applying statistical techniques for the operational validation. According to these researchers, when scores are used as an experimental response, the assumption made of constant variance is violated. These authors indicate, in their work, transformation functions appropriate for each case.

People responsible for designing simulation can be confronted with the problem in which the simulation model was not statistically validated, but was accepted by subjective techniques. It is recommended in this case the investigation of the causes of this statistical non-validation. There are some possibilities that may explain this fact, according to Chung (2004):
a) non-stationary system – in some systems, you may need to collect the input data and validate them at different times. If the distributions of input data differentiate over time, the process is considered non-stationary. Systems can be non-stationary due to seasonal or cyclical changes. Two approaches can be used: one is the incorporation of non-stationary components of the system in the model, as the inclusion of the distributions of input data that vary over time; and the other is data collection and validation at the same point of time. The second approach provides a model valid only for the conditions under which the input data were obtained;

b) poor input data – data in insufficient quantity and/or precision. In the case of using historical data, the situation in reality may have changed, and

c) invalid assumptions – over-simplified or even poorly modeled.

4 DEVELOPMENT AND IMPLEMENTATION OF THE PROPOSED GUIDE

Through analysis of literature, especially in the areas of applied statistics and discrete event simulation, a guide was elaborated in the form of a diagram, with the purpose of guiding those interested in simulation projects in the stage of operational validation of the model. This guide is illustrated in Figure 2.

The first step of this guide suggests participants of the simulation project to organize the information obtained from the simulation model and the real system into two sets. This information is from an output variable, such as: total pieces produced, lead time, number of people in line, waiting time, etc. The choice of variable (or variables) is directly related to the objectives of the project.

Based on this step, the guide suggests a sequence of statistical tests, with some decisions to make concerning the nature of the distribution and normality or of the non-distribution and equality (or inequality) of variances. These tests and decisions are scattered throughout the literature, as presented in Section 3. The objective of this guide is to organize these tests and to assist researchers, students and professionals in the stage of operational validation of the simulation model.

To illustrate the applicability of the guide, two objects of study are presented. The first object of study is intended to illustrate the operational validation in which results of the simulation model and the real system have similar variances.

This object of study is a manufacturing cell of a multinational auto parts sector and is responsible for first processing the product. This function performed by the cell has six machines, two ovens for heat treatment, nine staffers divided into three production shifts and three employees for each shift. Each of these employees not only operates two machines or two ovens, but is also responsible for transporting raw materials or products into and out of the cell. These employees also inspect the goods and prepare each machine.
Initially, a conceptual model was built to represent the flow of cell production process and to help in building the computational model. After the validation of the conceptual model by experts, it was converted into a computational model using Promodel® simulator. Figure 3 shows the screen of the computational model generated after building 16 successive versions of the model. Building in versions allows more efficient model verification (Chwif & Medina, 2007; Banks, 1998; Kleijnen, 1995).

To accomplish the first step of the guide shown in Figure 2 (preparation of “real system” and “model” sets), the total of parts produced per day was selected as the simulation model’s output variable. Thus, the model was run for sixteen days of production, with ten replicates each day. The value for each day of the output variable was determined using the average from the ten replicates. The same amount of output data from the simulated model was extracted from the real production history. The data of the simulation results and historical production are presented in Table 1.
Having defined the sets, the first decision-making represented in this guide is analyzed. This decision-making is step number two of the guide (Fig. 2).

The result obtained in the simulation model (parts produced per day) could be interpreted as a count in an interval of time, characterizing a typical case of Poisson distribution (Montgomery & Runger, 2003). Therefore, this distribution would be characterized as discrete.

However, when performing a test of adherence to a normal distribution, both sets (real and simulated) were accepted in this distribution. As shown in Figure 4, the data can be represented by a normal distribution, since the p-value was higher than 0.05 (significance level). This can be explained as follows: replicas were made and their average was used for validation. This fact is also confirmed by the central limit theorem, which states that whenever a random experiment is replicated, a random variable equal to the average result of the replicas tend to have a normal distribution, as the number of replicas becomes large (Montgomery & Runger, 2003). Thus, step number two of the guide points to continuous distribution.

If the number of replicas was small, the nature of the distribution (number of parts produced per day) could be considered discrete, indicating the step number three of the guide. This step suggests a transformation function, aiming to stabilize the variance. This issue was presented in Section 3 of this article. In case of Poisson distribution, the authors Bisgaard & Fuller (1994) suggest the square root of the data as transformation function.

Figure 3 – Screen from Promodel® simulation software, showing the graphic elements of the model for object of study 1.

Pesquisa Operacional, Vol. 31(1), 2011
Figure 4 — Adherence test for normal distribution, carried out in Minitab® software.
Table 1 – Elaboration of data sets for the first step of the guide.

<table>
<thead>
<tr>
<th>Day</th>
<th>Average of parts produced per day in the 10 replicas of simulation model</th>
<th>Parts produced per day in the real system</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>48100</td>
<td>32400</td>
</tr>
<tr>
<td>2</td>
<td>94900</td>
<td>87308</td>
</tr>
<tr>
<td>3</td>
<td>120900</td>
<td>93422</td>
</tr>
<tr>
<td>4</td>
<td>104000</td>
<td>89162</td>
</tr>
<tr>
<td>5</td>
<td>72800</td>
<td>32199</td>
</tr>
<tr>
<td>6</td>
<td>123500</td>
<td>83019</td>
</tr>
<tr>
<td>7</td>
<td>94900</td>
<td>112647</td>
</tr>
<tr>
<td>8</td>
<td>139100</td>
<td>88941</td>
</tr>
<tr>
<td>9</td>
<td>76700</td>
<td>112319</td>
</tr>
<tr>
<td>10</td>
<td>119600</td>
<td>88179</td>
</tr>
<tr>
<td>11</td>
<td>131300</td>
<td>55743</td>
</tr>
<tr>
<td>12</td>
<td>61100</td>
<td>70815</td>
</tr>
<tr>
<td>13</td>
<td>124800</td>
<td>130502</td>
</tr>
<tr>
<td>14</td>
<td>100100</td>
<td>57874</td>
</tr>
<tr>
<td>15</td>
<td>126100</td>
<td>101442</td>
</tr>
<tr>
<td>16</td>
<td>106600</td>
<td>153468</td>
</tr>
</tbody>
</table>

It is not the scope of this paper to discuss the transformation functions. As such, the following reading is suggested: Bisgaard & Fuller (1994); Lewis et al. (2000) and Montgomery (2001).

After verifying that simulated and real sets represent continuous distributions, or after the transformation function (steps 2 and 3 of the guide), step number 4 is performed. In this step, there is a test of adherence for normal distribution.

In this first object of study, data from two sets could be represented by a normal distribution, according to the normality test performed (Anderson-Darling), shown in Figure 4. If one or both sets of data do not characterize a normal distribution, we use a nonparametric test (step number five of the guide) as presented in Section 3 of this article. One of these tests is the Mann-Whitney $U$ test. In this, the objective is to test the null hypothesis, which is that the two sets have equal medians. The operational validation of the model, in the case of sets of non-parametric data, ends in step 5. Further details can be found in Montgomery & Runger (2003).

As in the first object of study, the sets assumed normal distributions and an $F$-test was performed, as indicated in step number 6 of the guide. The purpose of the $F$-test is to test the hypothesis that both data sets (real and simulated) have equal variances. Figure 5 shows the result of $F$-test on the first object of study.

It was verified, according to Figure 5, that both data sets (real and simulated) have equal variances ($p$-value of 0.443). From this observation (step 7 of the guide), it is possible to perform a $t$ test for two independent samples (step 9 of the guide), which tests the hypothesis that there is no statistical difference between the two sets of data analyzed (real and simulated).
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Figure 5 – $F$-test performed on the first object of study: equal variances, $p$-value 0.443.

After the t-test, it is possible to affirm that the computational model of real system is statistically validated, since $p$-value is 0.141. It is said then that the computer model is able to receive experimentations in this output variable analyzed. After this, the operational model of the manufacturing cell under study is obtained.

To illustrate the use of step 8, we present the second object of study. In the second application of the operational validation guide, it is intended to illustrate the operational validation in which results of the simulation model and the real system do not have similar variances.

The second study object is a cell for assembling optical transponders from Padtec S/A, a Brazilian technological company. Transponders mounted by this cell represent about 40% of the company’s sales revenue, while the second product in revenue represents 20%. This cell has specific optical equipment for the testing of the transponders, work benches and computers. Two employees perform activities of the production process, allocated on a single production shift.

Similar to the first object of study, the conceptual model was built and validated by the engineers responsible for production. Then, this conceptual model was implemented in the simulator Promodel®. Twelve models were built, in increasing order of complexity, until a model was achieved to be submitted to the operational validation process. Figure 6 shows the screen of the computer model, built with software Promodel®.

Just as the first object of study, the computational model of this object of study was built in stages, thus facilitating the verification. Moreover, deterministic values were initially simulated in order to ensure that the logic of the model was correct. The debugging tool of Promodel®
was used to indicate possible programming errors. Counters were also placed along the model for spot checks.

After verification, face-to-face validation was performed. By means of graphic animations, experts were able to evaluate the system’s behavior. In this more subjective test, the computational model was validated.

After this face-to-face validation, the guide of operational validation was applied. To this end, the model was run for thirteen weeks, with ten replicas each. The weekly amount of parts produced was measured by the average of these values (considering the ten replicas). At the same time, values for total transponders mounted per week in the real system were obtained from the company’s ERP system for the same period. Table 2 shows these results.

After completing the first step of the guide, there was an adherence test for the normal distribution, and it was found that these data can be adjusted this way. As shown in Figure 7, a finding of continuous and normal distribution leads the analysis to step 6 of the guide.

Thus, step 6 of the guide was carried out. It was found, through the $F$-test, that both data sets (real and simulated) do not have equal variances, with a p-value lower than 0.05. This information

---

**Figure 6** – Screen of Promodel® simulation software, showing the graphic elements of the model for the object of study 2.
Figure 7 – Adherence test for normal distribution, carried out in Minitab® software.
Table 2 – Elaboration of data sets for the first step of the guide.

<table>
<thead>
<tr>
<th>Week</th>
<th>Average transponder mounted per week in the 10 replicas of simulation model</th>
<th>Total of transponder mounted per week (production history)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>57</td>
<td>46</td>
</tr>
<tr>
<td>2</td>
<td>51</td>
<td>47</td>
</tr>
<tr>
<td>3</td>
<td>25</td>
<td>49</td>
</tr>
<tr>
<td>4</td>
<td>27</td>
<td>50</td>
</tr>
<tr>
<td>5</td>
<td>63</td>
<td>48</td>
</tr>
<tr>
<td>6</td>
<td>40</td>
<td>48</td>
</tr>
<tr>
<td>7</td>
<td>33</td>
<td>48</td>
</tr>
<tr>
<td>8</td>
<td>35</td>
<td>47</td>
</tr>
<tr>
<td>9</td>
<td>62</td>
<td>48</td>
</tr>
<tr>
<td>10</td>
<td>48</td>
<td>47</td>
</tr>
<tr>
<td>11</td>
<td>37</td>
<td>49</td>
</tr>
<tr>
<td>12</td>
<td>80</td>
<td>48</td>
</tr>
</tbody>
</table>

does not invalidate the model. It allows for decision making in step 7 of the guide, leading the validation to step 8.

Step 8 can be accomplished either in algebraic form, as indicated in this article, or via software. Minitab®, for example, presents the possibility for the user to select the option of non-equality of variances before \( t \)-test.

It is noteworthy that this result was discussed with the process engineers and the great variability observed in the production history is consistent with the production strategy adopted by the company in question, i.e., there are weeks with a large volume of transponders mounted and in other weeks, however, low volume of transponders mounted. In a given week, for example, there may have been a late arrival of imported materials, which may have come earlier next week, thus presenting a large production. As the simulation model is a simplification of reality, it cannot incorporate this great variability.

Immediately after step 8 (applied to the case of non-equal variances), one can then perform a \( t \) test for two independent samples, which tests the equality of averages for simulated and real data, taking into account the non-equality of variances. As the test showed \( p \)-value equal to 0.533 (greater than 0.05), hypothesis of the simulation model validity is accepted.

After this test, it is possible to state that the computer model is statistically validated. There is, then, the operational or experimental model of the manufacturing cell under study. The validity of this simulation model was confirmed by the Padtec team of industrial engineering after running an experimental confirmation of the real system. This experimental confirmation was requested by the cell’s team of experts, since this team expressed interest in the system reaching the real results identified by the simulation model for a given scenario.
This experiment consisted in eliminating an activity of the manufacturing cell’s production flow (just like it was done in a scenario of the simulation model). This scenario was chosen because the simulation model showed a 40% increase in monthly production of the cell by eliminating this activity. This confirmation experiment revealed a real monthly production very close to that predicted by the simulation model. Experiments of this nature increase the credibility of the model for those who will actually make the decisions with the help of the model.

5 CONCLUSIONS

This paper presented two research questions. The first asked what were the forms found for operational validation of discrete simulation models in the literature. Through a summarized literature review in items 2 and 3 of this article, it was possible to verify that, in the scientific literature (specifically in the area of modeling and simulation), there are articles that use more subjective forms of operational validation, while others use more objective forms (statistical techniques). Moreover, among these articles, some (as shown) had no details of the operational validation. This survey underlines the need of a practical guide for operational validation.

The second question presented in this paper suggests the creation of a practical guide for operational validation. This guide was created and presented in item 4 of this article. This item also presented the application of the guide in two objects of study. Each step of the guide was presented and discussed within the situations encountered on the objects of study.

Although the techniques used in the guide already exist in the literature, they are scattered throughout publications in the field of statistics. The sequencing of these techniques, according to decisions to be made by those responsible for the modeling, composes this practical guide. The expected effect of the creation of this guide is not restricted only to aid the design of simulation in companies, but also in scholarly works. Several academic studies have been oriented by the authors of this paper using the guide. It is possible to conclude that of these orientations using the guide, there is a great increase in interest, on the part of students (undergraduate and graduate), in ensuring operational validation of their models in a documented way in their works.

The proposed use of the operational validation guide does not suggest the elimination of subjective techniques for validating the computational model. As presented in this article, techniques such as face-to-face validation and Turing test are used in articles published in journals and congresses. The combination of these subjective techniques with the use of the guide here presented may improve this difficult process of operational validation, considered by some authors (cited in this article) as a mixture of art and science.
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