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ABSTRACT. This paper deals with some important decisions that ought to be made when building a mixture-of-experts model (MEM). Such decisions are related to aspects such as the clustering method and the gating functions used in the model. Depending on how these decisions are made, different mixtures might be formed, yielding different results. In the present study, we investigate the way such decisions affect the performance of MEM's, when using statistical models to regression problem. The famous Boston housing data is used as illustration for the technique.
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1 INTRODUCTION

Researchers from different fields often need to learn and represent phenomena through relationships between variables and use them to predict the phenomena behavior under certain conditions. However, choosing the “best” model in a modeling exercise is always an arduous task, yet because of the various uncertainties associated with the modeling process.

A way of obtaining a better prediction than a single model would provide it may be by combining a number of different model structures (Armstrong, 1986). Each model is adopted at a given observation with a probability that depends on the values of the explanatory variables for that observation. This is the logic under the mixture-of-experts model (MEM).

The MEM technique was introduced by Jacobs et al. (1991). In that paper, each expert was a single layer neural network trained using a squared error criterion to perform classification. This method is motivated by a concept widespread in the Computer Science field (Korf, 1987), that is, if a problem may be separated into smaller subproblems, it might be easier to solve the subproblems. Moreover, the prediction accuracy is supposed to be improved through the combination of multiple individual estimates (Waterhouse, 1997). Thus, the general MEM framework specifies that a prediction is made up of a series of predictions from separate models, or experts, each of them weighted by a quantity determined by a so called gating function.
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However, when building a MEM, many important decisions ought to be made. These include determining the number of clusters in to which the global data is to be partitioned and the clustering method to be adopted; the nature of the gating function applied and the criteria to select the experts, for example. Because of so many “degrees-of-freedom”, an important thing to be mentioned is that, although the MEM is a very sophisticated technique, it leads not necessarily to better results. Depending on how these decisions are made, different mixtures might be formed, yielding diverse results.

Thus, this work aims at investigating the way the decisions related to the mixture-of-experts modeling process affect the performance of the final model.

In Section 2, the most important issues related to the theoretical aspects of the MEM are introduced. Section 3 focuses on a practical illustration of the technique. Section 4 contains the final comments and concluding remarks.

2 THEORETICAL OVERVIEW

2.1 Mixture-of-experts model

The mixture-of-experts model, introduced by Jacobs et al. (1991) provides important paradigms for learning from data for researchers in many different areas, like machine learning and statistics. The mixture-of-experts model is comprised of a set of models, which perform the role of experts, and a set of mixing weights determined by the gating function.

The objective of this technique is to explain the behavior of some phenomena, under the assumption that there are separate processes involved in the generation of the data under analysis. For this reason, the structure of the mapping varies for different regions of the input space. The use of MEM allows combining many simple models to generate a more powerful one.

The experts are responsible for modeling the generation of outputs, given a certain set of conditions or inputs, and are combined by a set of local mixing weights determined by the gating function, which depends on the input or predictor variables. The gating function, therefore, is responsible for assigning or combining the models to be used in each region, depending on the degree of overlapping on the experts (Alpaydin and Jordan, 1996), i.e., whether the scheme of the mixture under consideration is competitive or cooperative, respectively. In the competitive scheme we have only one expert responsible for each region. Adopting the cooperative scheme, the output of the mixture model corresponds to a linear combination of the different experts’ estimates, weighted by the values determined by the gating function. These schemes will be described more carefully ahead.

The general architecture of the mixture-of-experts model for a single output shall be written as the following expression:

\[ \hat{y} = \sum_{p=1}^{k} g_p \hat{y}_p \]  

(1)
where:
\( \hat{y} \) = the mixture-of-experts model estimates vector;
\( K \) = the number of experts considered in the mixture;
\( g_p \) = the gating function vector corresponding to the \( p \)-th expert, for \( p = 1, 2, \ldots, K \);
\( \hat{y}_p \) = the estimates vector for the \( p \)-th expert.

As it will be shown ahead, the gating function measures the contribution of each expert to the total estimate of the mixture model and is dependent of the input variables in terms of some similarity measure, usually the Euclidian distance.

The methodology adopted in this work is adapted from that described in Milidiu et al. (1999) and used by Melo et al. (2004) for performing time series prediction. Its implementation can be summarized into four steps:

i) input space partitioning into clusters;
ii) training expert models for each cluster;
iii) testing and benchmarking in order to assign to each cluster and expert model; and
iv) composing the mixture-of-experts model using a gating function; this will decide how to weight the local expert output for a given input point.

As it is possible to realize, this is a general framework in which many different decisions are involved, whether concerning the choice of the number of clusters the data set should be partitioned into, or the clustering method to be applied, the models used as the experts, and the gating function to be applied in the mixture. A number of such decisions is explored in the following sections.

2.2 Expert models

The expert models considered in this work were: (i) minimum sum of absolute errors (MSAE) regression; (ii) bayesian (BAYES) regression with priors based on the results of an ordinary least squares regression; and (iii) artificial neural network (ANN), trained using a least square error measure.

The ordinary least squares (OLS) estimation criterion is one of the most often used, for its simplicity and highly desirable statistical properties, under the assumptions of the classical linear regression model (Gujarati, 2000; Pindyck & Rubinfeld, 1998). The least squares estimators enjoy very special properties such as unbiasedness, minimum variance and efficiency under Gaussian conditions. However, the outliers which may arise from heavy-tailed distributions, have a large influence on the resulting estimates, in such a way that they may be far from optimal when errors do not follow the normal distribution, as well as in many other non-Gaussian situations (Narula, 1987).
A possible alternative more resistant to outliers is the MSAE regression, also known as L1-norm, least (or minimum) absolute deviation, among others. The MSAE estimators are not affected by changes in the value of the response variable associated with the non-zero residuals observations, as long as they remain on the same side of the MSAE fitted hyperplane (Narula, 1987).

Moreover, the MSAE regression remains unchanged even if the values of the predictor variables for the observations with non-zero residuals vary, as long as they are maintained within certain intervals, to which the fitted MSAE regression is resistant (Narula & Wellington, 2002). In spite of these desirable properties, a serious restriction to a more expressive application of the MSAE regression has been the poor offering of statistical inference tools, in comparison to the consolidated OLS procedure. However, based on a great number of Monte Carlo studies on small sample properties and asymptotic distribution results, statistical properties and inference procedures have been proposed by Narula (1987).

Another alternative to the traditional OLS regression is the Bayesian Regression. Because of its intensive computational requirements, until recently the lack of fast computational tools prevented a more widespread use of Bayesian treatments (Bishop & Tipping, 2003).

For the traditional regression, the distribution of explanatory variables is assumed to provide no information about the conditional distribution of the response given the explanatory variables. That is, the standard regression approach can be viewed as a Bayesian posterior inference based on a non-informative prior distribution for the parameters of the linear model (Gelman et al., 2004). In this work, the estimates for the Bayesian regression are based on the expected values for the posterior distributions. Therefore, from a Bayesian perspective, the use of standard non-informative priors would lead to Bayesian estimates and standard errors equal to those from the OLS regression approach. Here, the OLS estimates are used as prior information for the Bayesian regression.

Both the MSAE and the Bayesian regressions are in the class of linear models. Statistical linear models have been widely used because of their simple formulation and easy interpretation. There are many real problems, however, in which a linear fit to the data may lead to a model showing poor performance, unable to explain nonlinearities present in the analyzed data. In order to be able to obtain a non-linear fit, we considered an ANN model.

The ANN modeling has recently attracted much attention as a technique for estimating and forecasting. One of its main advantages lies in its freedom from the assumption of linearity, although it does not imply necessarily more satisfactory results, when compared to the traditional techniques (Makridakis et al., 1998).

The theory behind the ANN models is well covered in the literature (see, for example Haykin, 1999). So, in order to set up the ANN configuration for this, we opted for simplicity. The ANN model we adopted is a feedforward network with two hidden neurons and hyperbolic tangent as the activation function. The network output is a linear combination of the hidden layers’ outputs and the network is trained using the mean squared error cost function.
2.3 Clustering

The process of clustering consists in grouping individuals in a population in order to learn the structure of the data. The partitions or groups formed can be called “clusters”. It is desirable that elements within the cluster show strong similarity to one another, whereas elements in different clusters should be, in some sense, dissimilar. The cluster analysis results in the identification of structures in the data set may be used to generate hypotheses, which ought to be tried out on a separate data set.

There exist many techniques that can be used in cluster analysis. “However, different methods will often yield different groupings since each implicitly imposes a structure on the data” (Webb, 2002).

Clustering processes include: hierarchical methods, quick partitions, mixture models, sum-of-squares methods, among others. Each of them has distinct properties and may be applied to different situations. However, for each clustering procedure, a measure of similarity among patterns and a criterion function to be optimized must be specified (Duda et al., 2001).

In this work, we considered the $k$-means clustering procedure, a sum-of-squares method and one of the most widely used clustering techniques. It aims at partitioning the data into $K$ mutually exclusive subsets such that minimum variance is achieved within the clusters. This is the reason why it is often called a minimum variance method. The $k$-means measure of similarity is based on the Euclidian distance and the function to be minimized is the sum-of-squared errors within the clusters. Bishop (1995) presents the following formulation for the $k$-means clustering algorithm:

Let $D = \{x_1, \ldots, x_n\}$ be a set comprised of $n$ vectors representing samples to be partitioned into exactly $K$ mutually exclusive subsets $D_1, \ldots, D_K$. Let $n_i$ be the number of samples in $D_i$ and let $m_i$ be its sample mean:

$$m_i = \frac{1}{n_i} \sum_{x \in D_i} x$$

The sum-of-squared error is given by:

$$J_e = \sum_{i=1}^{k} \sum_{x \in D_i} \|x - m_i\|^2$$

where $x - m_i$ are the error vectors.

This is a combinatorial optimization problem (Webb, 2002), since we search for a non-trivial partition of $n$ elements into $K$ groups that minimizes the sum-of-squared errors function. Although the optimal partition may be obtained by examining every possible partition, this would be a very arduous task, since the number of such partitions is approximately $K^nn/K!$ and increases exponentially with $n$ (Duda et al., 2001).

The optimal partitions are frequently obtained through iterative optimization. The basic idea behind it is to guess an initial partition and then sequentially move elements from one cluster to
another, until there are no more changes in the value of the criterion function. Duda et al. (2001) summarized this procedure in some steps:

**Step 1:** Initialize the parameters $n, K, m_1, m_2, \ldots, m_K$;

**Step 2:** Randomly select a sample $x$;

**Step 3:** Classify $x$, by computing $i$ such that $i = \arg \min_i \| m_i' - x \|$;

**Step 4:** Until no change in $J_e$, repeat:

- If $n_i \neq 1$, compute $\rho_k = \frac{n_j}{n_j + 1} \| x - m_j \|$, $j \neq 1$ or
  
  $$\rho_i = \frac{n_j}{n_j - 1} \| x - m_j \|, \quad j = i$$

  If $\rho_k \leq \rho_j$ for all $j$, then transfer $x$ to $D_k$;

  Recompute $J_e, m_i, m_k$;

**Step 5:** Return $m_1, m_2, \ldots, m_K$.

One drawback of this algorithm is that, like other hill-climbing procedures, it guarantees local but not global optimality. Different starting points may yield to diverse solutions and it is impossible to determine whether the best solution was achieved (Duda et al., 2001).

With almost all clustering procedures, it is presumed that the number of clusters on the data set is known. However, it may not be a reasonable assumption when the properties of the data set under analysis are unknown. For this reason, a difficult question that may arise is how to correctly determine the number of clusters in the analyzed space.

When optimizing a criterion function, as in the case of $k$-means, does clustering a common approach is to solve the problem repeatedly for different numbers of clusters and then compare the results of each clustering by means of some criterion.

### 2.4 Gating functions

As mentioned previously, the gating function is responsible for assigning or combining the predictions of each expert in order to generate the overall prediction of the mixture model (Duda et al., 2001). In other words, the gating function represents the relative weights of each expert for the model prediction at a given observation.

Thus, it is possible to interpret the gating functions as probability classifiers (Waterhouse, 1997), where a certain input is assigned to one or more experts, depending on whether the learning scheme adopted is competitive or cooperative, respectively. In this sense, the values $g_p$ in equation (1) can be thought as the posterior probability that a certain input is taken care of by expert $p$, given the cluster to which it is allocated to.
In the cooperative scheme, each expert estimates a corresponding output. Then, a weighted sum of the experts’ outputs is computed as in the equation above, where the weights are turned into probabilities through the use of transformations, which standardize the weights’ values.

All these values are standardized in order to assure that the gating values of all experts sum up to one. Consider, for example, a certain non-overlapping partition \( D_1, \ldots, D_k \) of the points of a data set \( D = \{x_1, \ldots, x_n\} \). Let \( \Phi(G_p) \) be the basis function that defines a certain transformation, for the \( p \)-th subset. Dividing this value by the sum of the basis functions applied over all the subsets in the partition, i.e., \( \sum_{p=1}^{k} \Phi(G_p) \) leads to the standardized gating function value \( g_p \). Straightforward conclusions are that \( 0 \leq g_p \leq 1 \) and \( \sum_{p=1}^{K} g_p = 1 \).

Some commonly used such transformations are

- **Inverse Distance**
  \[
g_p = \frac{1/G_{ip}}{\sum_{p=1}^{K} 1/G_{ip}}, \quad \text{for } i = 1, 2, \ldots, n \tag{4}
\]

- **Softmax**
  \[
g_p = \frac{\exp[-G_{ip}]}{\sum_{p=1}^{K} \exp[-G_{ip}]}, \quad \text{for } i = 1, 2, \ldots, n \tag{5}
\]

- **Gaussian**
  \[
g_p = \frac{\exp \left\{ -\frac{1}{2} \frac{G_{ip}}{S_p^{-1} G_{ip}} \right\}}{\sum_{p=1}^{K} \exp \left\{ -\frac{1}{2} \frac{G_{ip}}{S_p^{-1} G_{ip}} \right\}}, \tag{6}
\]

where

\[
G_{ip} = \|x_i - \mu_p\|, \quad \text{for } i = 1, \ldots, n
\]

is the Euclidean distance between \( x_i \) and \( \mu_p \); and \( S_p \) is the covariance matrix computed on the cluster’s \( p \) data.

All of these transformations are radial basis functions (Bishop, 1995; Webb, 2002), since they are functions of a distance metric and are radially symmetric with respect to the clusters’ centroids. Some options for the distance metric were adopted: the Euclidean distance and its negative and the Mahalanobis distance, which includes a spread parameter. They are found in equations 4, 5 and 6, respectively.

In the case of competitive scheme, only the weights corresponding to one certain model equals to one, while the others are zero. This can be obtained through the “winner-take-all” (WTA) transformation:

\[
g_p = \begin{cases} 1, & \text{if } G_p = \min_{p} G_p, \quad \text{for } p = 1, \ldots, K \\ 0, & \text{otherwise} \end{cases}
\]

With the WTA transformation, only one expert (the one which achieves the best fit over the data points of the subset under consideration) is completely responsible for the overall estimate of a
certain observation lying within that subset. The other experts do not have any contribution to
the final estimate for the given observation. The assignment of observations to the subsets is
determined by the least Euclidean distance relative to the clusters centroids.

3 CASE STUDY

According to what was mentioned before, the mixture-of-experts approach may constitute a good
alternative for modeling data originated from a diversity of processes. However, many decisions
ought to be made when using this technique and, it is important to mention that, different choices
may lead to different estimates and performances.

The dataset used for the analysis is the famous Boston Housing data, by Harrison & Rubinfeld
(1978), obtained from the UCI Machine Learning Repository (Asuncion & Newman, 2007). We
chose to work with a well known dataset precisely because the purpose of this article is not to
obtain new results regarding this specific problem – something that has already been exhaustively
done (Asuncion & Newman, 2007) – but, again, to illustrate the many decisions when dealing
with MEM and their consequences.

The regression problem is to predict the median house price, given a number of demographic
variables for a set of houses in suburbs of Boston. There are 506 observations and 8 continuous
explanatory variables are used. The response variable is the median house price in the range 0 to
50. The validation data set is comprised of 100 observations randomly selected from the original
data set. The remaining 406 observations are used as a calibration data set.

3.1 Methodology

In a general way, the common procedure below was adopted for all cases.

First, the global models were obtained by applying the MSAE, BAYES and ANN models to a
calibration (or global) data set. For the BAYES model, the prior information come from the
estimates of an OLS regression. The best fitted model was, then, chosen according to some
performance indicators.

Then, the input space of the global data was separated into a certain number of clusters, em-
ploying the k-means clustering algorithm. Having the observations assigned to the proper clus-
ters, the MSAE, BAYES and ANN models were applied locally to each cluster or local data
set. A criterion was again used to establish the best fitted local models (the local experts). The
mixture-of-experts models were obtained by combining the local experts’ estimates using different
gating functions.

After that, each observation within the validation data set was allocated to a convenient cluster,
determined by the least distance of such observation to the clusters centroids. The global and
local calibrated models were applied to the validation data set, as well as the resulting mixture-
of-experts models, and tests were performed.
The analysis of the different aspects was carried out sequentially, in such a way that the results achieved in a certain step were adopted in the subsequent ones.

The OLS regressions were estimated using standard functions available in the R Statistical Software (R Development Core Team, 2008). The BAYES models were implemented in WinBugs (Lunn et al., 2000), a general-purpose Bayesian computing environment, and the ANN models were built with the aid of the R package AMORE (Limas et al., 2007).

3.2 Results

i. Number of clusters:

Here, we considered the problem of partitioning the calibration data set into different numbers of clusters. In order to analyze the influence of the number of subsets and, consequently, the number of experts that are to form the mixture, we performed the mixture-of-expert procedure using 2, 3, 4 and 5 clusters. Table 1 shows the distribution of data points, according to the clusters they belong to, for all clustering cases.

<table>
<thead>
<tr>
<th>Number of clusters</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cluster 1</td>
<td>33</td>
<td>213</td>
<td>29</td>
<td>103</td>
</tr>
<tr>
<td>Cluster 2</td>
<td>373</td>
<td>33</td>
<td>158</td>
<td>29</td>
</tr>
<tr>
<td>Cluster 3</td>
<td>–</td>
<td>160</td>
<td>196</td>
<td>149</td>
</tr>
<tr>
<td>Cluster 4</td>
<td>–</td>
<td>–</td>
<td>23</td>
<td>102</td>
</tr>
</tbody>
</table>

The MSAE, BAYES and ANN models were applied to the global and local calibration data sets, in order to compute the global and local estimates. For the local estimates, the different numbers of partitions were adopted. The performance of global and local models was evaluated by means of the least mean absolute deviation (MAD). The results are summarized in Table 2.

From Table 2 it is possible to observe that according to the criterion adopted, the global expert is the ANN model, which achieved the least MAD value (equal to 2.78), among the models applied to the global data set, i.e. when all observations are gathered into a single cluster.

Concerning the local estimates, we have distinct results for experiments using different numbers of clusters. It happens because the clusters formed do not necessarily contain the same observations; they do not even have to contain elements in common.

Thus, according to the stated criterion, for the experiment with 2 clusters, for instance, the local experts for clusters 1 and 2 are, respectively, a MSAE regression (MAD equal to 1.57) and an ANN (2.78). For the experiment with 3 clusters we obtained ANN experts for clusters 1 and 3, and a MSAE regression as the expert for cluster 2. It is important to notice that, although the
Table 2 – MAD values for global and local estimates.

<table>
<thead>
<tr>
<th>Number of clusters</th>
<th>Data set</th>
<th>Model</th>
<th>Global set</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>Cluster 1</td>
<td>MSA</td>
<td>3.48</td>
</tr>
<tr>
<td></td>
<td></td>
<td>BAY</td>
<td>3.71</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ANN</td>
<td><strong>2.78</strong></td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>BAY</td>
<td>1.89</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ANN</td>
<td><strong>1.80</strong></td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>BAY</td>
<td>3.63</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ANN</td>
<td><strong>2.78</strong></td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>BAY</td>
<td>3.63</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ANN</td>
<td><strong>2.78</strong></td>
</tr>
</tbody>
</table>

best fitted models for clusters 1 and 3 were of the same structure, i.e. both ANN’s, they differ from each other by their distinct set of coefficients (or weights).

Similarly, for the experiment with 4 clusters, the expert for cluster 1 is a MSAE regression, while the experts for clusters 2, 3 and 4 are ANN’s. For the experiment with 5 clusters, the ANN model wins at clusters 1, 3, 4 and 5, while for cluster 2 the expert is a MSAE regression.

The mixture-of-experts models were built by combining the local experts obtained for each of the partition cases, using the WTA transformation as the gating function. Later, the global expert and the MEM’s previously calibrated were applied to the validation data set. Table 3 below shows MAD values achieved by the global expert and the mixture-of-expert models, for both calibration and validation data sets.

Table 3 – MAD for final model estimates over calibration and validation data sets.

<table>
<thead>
<tr>
<th>Number of clusters</th>
<th>Data set</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>Calibration</td>
</tr>
<tr>
<td></td>
<td>Validation</td>
</tr>
<tr>
<td>3</td>
<td>Relative</td>
</tr>
<tr>
<td>4</td>
<td>difference</td>
</tr>
<tr>
<td>5</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Global set</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>5</td>
</tr>
<tr>
<td>Relative difference</td>
<td></td>
</tr>
</tbody>
</table>

Comparing the values presented in the Global Set column of Table 3 to the subsequent ones, it is possible to observe that the MEM for every cluster configuration performed better than the
global expert, for the calibration data set. Also, the results indicate that a better fitted MEM is obtained as the number of clusters increases, with respect to the calibration data set; however, the same does not occur to the validation data set. See also Figure 1.

The last row in Table 3 shows the percent differences in MAD values between calibration and validation data sets, according to the number of clusters adopted. We see that the most consistent configuration, that is, the one which led to the least divergence between MAD values for the calibration and validation estimates, is achieved when the global data set is partitioned into 2 clusters. However, we have better fit in both calibration and validation for any other configuration.

These results show that it is hard to tell which number of clusters would lead to the best fit. In this example, using partitions up to 5 clusters, we observe that the increase in fit is greater if we compare the configuration with 2 and 3 clusters than that between configurations with 3 and 4 or 4 and 5 clusters. That is, the decrease in MAD values is more significant if we move from 2 to 3 clusters (MAD varies 0.19 and 0.17, respectively, for the calibration and the validation data sets) than if we move from 3 to 4 clusters (respectively, 0.02 and −0.07, i.e., in the validation data set the result with 4 clusters is worse than with 3), or from 4 to 5 clusters (0.08 and 0.15). Thus, the maximum increase in the final model performance is achieved for the 3 clusters configuration for this example and therefore this will be our choice in this case study. Nevertheless, there is no guarantee that this is the best choice. With a different criteria (say, for instance, minimum MAD on the validation data set), other choices could be made (5 clusters, in the example), not to
mention the fact that, using the same data set, we could have tested for configurations with 6, 7 or more clusters as well.

ii. Criterion for choosing the experts:

Having determined an adequate number of partitions, another factor that was investigated was the criterion adopted to select the expert models, i.e., the models that will compose the final mixture-of-experts model.

We considered the calibration results already obtained for global and local models for the partition into 3 clusters. Here, the models’ performances were evaluated in terms of various indicators: the least MAD (mean absolute deviation – the only one we had used up to here), WAPE (weighted absolute percent error), MAPE (mean absolute percent error) and RMSE (root mean squared error). These measures were selected because they weight different characteristics when choosing the best fitted model. MAD, for example, may favor MSAE regression, for it minimizes the sum of absolute deviations. On the other hand, RMSE may favor the ANN model because of the minimization of the sum of square errors. The choice of the gating function remains unchanged.

From Table 4 we observe the performance of the three models applied to the global data set, evaluated in terms of the various criteria. According to all indicators, the global expert is the ANN, for it achieved the least values with respect to all measures.

Table 4 – Evaluation of global estimates.

<table>
<thead>
<tr>
<th>Indicator</th>
<th>Model</th>
<th>MSAE</th>
<th>BAYES</th>
<th>ANN</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAD</td>
<td>3.48</td>
<td>3.71</td>
<td><strong>2.78</strong></td>
<td></td>
</tr>
<tr>
<td>WAPE</td>
<td>0.15</td>
<td>0.16</td>
<td><strong>0.12</strong></td>
<td></td>
</tr>
<tr>
<td>MAPE</td>
<td>0.18</td>
<td>0.19</td>
<td><strong>0.13</strong></td>
<td></td>
</tr>
<tr>
<td>RMSE</td>
<td>5.51</td>
<td>5.26</td>
<td><strong>4.15</strong></td>
<td></td>
</tr>
</tbody>
</table>

Table 5 presents the results for the local models. For clusters 1 and 3 the local models were ANN’s; they achieved the best performance with respect to all indicators. For cluster 2, however, the criterion for assessing the models’ performance has influence on the choice of the local expert. According to MAD, WAPE and MAPE, for instance, the best fitted model is the MSAE regression. On the other hand, the RMSE criterion indicates a different expert for cluster 2; in this case, the ANN.

Because of such divergences in results, we propose an alternative indicator. Thus, (i) the results for all models are evaluated with respect of each indicator and to the best fitted model according to that indicator is assigned a “victory”; (ii) the number of victories of each model is computed; and, finally, (iii) the winner expert is the model with the greatest number of victories.
Table 5 – Evaluation of local estimates.

<table>
<thead>
<tr>
<th>Indicator</th>
<th>MAD</th>
<th>WAPE</th>
<th>MAPE</th>
<th>RMSE</th>
<th>Victories</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clust 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MSAE</td>
<td>4.01</td>
<td>0.19</td>
<td>0.20</td>
<td>6.26</td>
<td>0</td>
</tr>
<tr>
<td>BAYES</td>
<td>4.35</td>
<td>0.21</td>
<td>0.23</td>
<td>5.92</td>
<td>0</td>
</tr>
<tr>
<td>ANN</td>
<td>3.17</td>
<td>0.15</td>
<td>0.16</td>
<td>4.22</td>
<td>4</td>
</tr>
<tr>
<td>Clust 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MSAE</td>
<td>1.57</td>
<td>0.12</td>
<td>0.13</td>
<td>2.65</td>
<td>3</td>
</tr>
<tr>
<td>BAYES</td>
<td>1.89</td>
<td>0.15</td>
<td>0.15</td>
<td>2.46</td>
<td>0</td>
</tr>
<tr>
<td>ANN</td>
<td>1.80</td>
<td>0.14</td>
<td>0.15</td>
<td>2.45</td>
<td>1</td>
</tr>
<tr>
<td>Clust 3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MSAE</td>
<td>2.13</td>
<td>0.08</td>
<td>0.08</td>
<td>2.85</td>
<td>0</td>
</tr>
<tr>
<td>BAYES</td>
<td>2.17</td>
<td>0.08</td>
<td>0.08</td>
<td>2.77</td>
<td>0</td>
</tr>
<tr>
<td>ANN</td>
<td>1.77</td>
<td>0.07</td>
<td>0.07</td>
<td>2.38</td>
<td>4</td>
</tr>
</tbody>
</table>

According to this criterion, the resulting local experts are, then, ANN’s for clusters 1 and 3 and a MSAE regression for cluster 2. Just for coincidence, this result is identical to that obtained by using only the MAD indicator, as done previously. If another criterion were used in the previous analysis, we could be facing now a change in decision.

Again, the local experts were employed for building the mixture-of-experts model, using the WTA transformation as the gating function. Then, the global expert and the MEM were applied to the validation data set, just like in the former case.

Table 6 summarizes the results achieved by these models, when applied to both the calibration and validation data sets. Also, Table 6 shows columns with values corresponding to the relative differences between the results for these data sets. It corresponds to the consistency of the models, that is, the ability of the models to perform uniformly on both calibration and validation. The best fitted model was, then, chosen according to the number of victories relative to its consistency; thus, the winning model was the mixture-of-experts.

Table 6 – Evaluation of global model and WTA-MEM.

<table>
<thead>
<tr>
<th>Indicator</th>
<th>Calibration Global</th>
<th>Validation Global</th>
<th>Differences Global</th>
<th>Calibration MEM</th>
<th>Validation MEM</th>
<th>Differences MEM</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAD</td>
<td>2.78</td>
<td>5.59</td>
<td>2.84</td>
<td>29%</td>
<td>14%</td>
<td></td>
</tr>
<tr>
<td>WAPE</td>
<td>0.12</td>
<td>0.16</td>
<td>0.13</td>
<td>28%</td>
<td>13%</td>
<td></td>
</tr>
<tr>
<td>MAPE</td>
<td>0.13</td>
<td>0.19</td>
<td>0.14</td>
<td>41%</td>
<td>16%</td>
<td></td>
</tr>
<tr>
<td>RMSE</td>
<td>4.15</td>
<td>4.73</td>
<td>4.12</td>
<td>14%</td>
<td>10%</td>
<td></td>
</tr>
<tr>
<td>Victories</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>1</td>
<td>3</td>
<td></td>
</tr>
</tbody>
</table>

iii. Gating function:

The next aspect to be investigated was the influence of different gating functions to the final mixture-of-experts model. The gating functions evaluated were WTA, Inverse Distance, Softmax and Gaussian Transformations.
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The estimates for global and local models are the same as those for the 3 clusters configuration. The local experts adopted are those chosen according to the number of victories criterion, presented in Table 5.

The performance of the different mixture models is presented in Table 7. There we observe the indicators of performance for each type of mixture, as well as for the global expert, all applied on both the calibration and validation data sets. Table 7 also shows the relative differences between the calibration and validation values achieved by each model, for all the different performance indicators.

Table 7 shows interesting results. First, if we try to evaluate the different experts based solely in the calibration results, we see that both the WTA and the Softmax are equally good and both achieve the best fit with respect to every performance indicator. The fact that these two models achieve the same performance may seem surprising at a first sight. While the WTA transformation is a hard classifier, so that each locally winning model is completely responsible for the estimation in that subset, the Softmax transformation, on the other hand, leads to a mixture model in which for a given cluster more than one local expert model contribute to the final estimate of an observation in that cluster. However, for this data set, the distances from the observations to centroids of clusters other than that the observation belongs to are so big that the Softmax transformation yields the same weights as those of the WTA transformation.

Table 7 – Evaluation of global estimates and MEM with different gating functions.

<table>
<thead>
<tr>
<th>Data set</th>
<th>Indicator</th>
<th>Global</th>
<th>EXPERT</th>
<th>WTA</th>
<th>Inverse</th>
<th>Softmax</th>
<th>Gaussian</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Calibration</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MAD</td>
<td>2.78</td>
<td></td>
<td></td>
<td><strong>2.49</strong></td>
<td>2.56</td>
<td><strong>2.49</strong></td>
<td>3.95</td>
</tr>
<tr>
<td>WAPE</td>
<td>0.12</td>
<td></td>
<td></td>
<td><strong>0.11</strong></td>
<td>0.11</td>
<td><strong>0.11</strong></td>
<td>0.18</td>
</tr>
<tr>
<td>MAPE</td>
<td>0.13</td>
<td></td>
<td></td>
<td><strong>0.12</strong></td>
<td>0.14</td>
<td><strong>0.12</strong></td>
<td>0.21</td>
</tr>
<tr>
<td>RMSE</td>
<td>4.15</td>
<td></td>
<td></td>
<td><strong>3.49</strong></td>
<td>3.62</td>
<td><strong>3.49</strong></td>
<td>5.68</td>
</tr>
<tr>
<td>Victories</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Validation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MAD</td>
<td>3.59</td>
<td></td>
<td></td>
<td>2.84</td>
<td><strong>2.76</strong></td>
<td>2.84</td>
<td>4.17</td>
</tr>
<tr>
<td>WAPE</td>
<td>0.16</td>
<td></td>
<td></td>
<td>0.13</td>
<td><strong>0.12</strong></td>
<td>0.13</td>
<td>0.18</td>
</tr>
<tr>
<td>MAPE</td>
<td>0.19</td>
<td></td>
<td></td>
<td>0.14</td>
<td><strong>0.14</strong></td>
<td>0.14</td>
<td>0.21</td>
</tr>
<tr>
<td>RMSE</td>
<td>4.73</td>
<td></td>
<td></td>
<td>4.12</td>
<td><strong>4.05</strong></td>
<td>4.12</td>
<td>5.61</td>
</tr>
<tr>
<td>Victories</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Differences</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MAD</td>
<td>29%</td>
<td></td>
<td></td>
<td>14%</td>
<td>8%</td>
<td>14%</td>
<td>6%</td>
</tr>
<tr>
<td>WAPE</td>
<td>28%</td>
<td></td>
<td></td>
<td>13%</td>
<td>7%</td>
<td>13%</td>
<td>5%</td>
</tr>
<tr>
<td>MAPE</td>
<td>41%</td>
<td></td>
<td></td>
<td>16%</td>
<td>3%</td>
<td>16%</td>
<td>2%</td>
</tr>
<tr>
<td>RMSE</td>
<td>14%</td>
<td></td>
<td></td>
<td>12%</td>
<td>12%</td>
<td>12%</td>
<td>1%</td>
</tr>
<tr>
<td>Victories</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

If one decides to evaluate the experts based on the validation results, the winning expert should be the mixture that uses the Inverse transformation gating function. This one achieves the best
performance according to all indicators in the validation data set. Moreover, the Inverse Distance mixture is only slightly inferior to the WTA or Softmax experts for the calibration data set.

On the other hand, adopting the consistency criterion, in which one looks for the least divergence between calibration and validation performances, the decision should be favorable to the Gaussian expert. This doesn’t seem to be a wise decision, though, since this option leads to a “consistently” bad model. In fact, for both calibration and validation, this model yields the poorest fit according to all indicators.

4 CONCLUDING REMARKS

This work dealt with the investigation of some of the decisions that ought to be made in order to build a mixture-of-experts model. We presented the mixture-of-experts modeling technique applied to solve a regression problem, using different models of different natures as experts.

An illustration of the technique was provided in order to show the consequences of different decisions involved in the process. It employed the Boston housing data and considered the estimation of the median housing price, given a number of demographic variables for a set of houses in suburbs of Boston.

The aspects analyzed in this case study were: (i) the number of clusters into which the data is partitioned; (ii) the criterion used for the selection of experts; and (iii) the gating functions applied for building the mixture-of-experts models. An attempt was also made in order to show how such factors may affect the performance of the final model.

From the results it was possible to notice some remarkable observations:

i) Although the mixture-of-experts model constitutes a sophisticated technique, it does not necessarily lead to more accurate estimates. It would be the case if one decided to use the Gaussian mixture model, for example, which shows poorer performance than even the global expert. In the present case study, the best partition obtained was that of 3 clusters, for it proved to generate the greatest increase in performance, against the modeling effort. This was observed by comparing the results for adjacent clustering configurations.

ii) Depending on the criterion used for evaluating the performance of the candidate models, different experts may be chosen, yielding distinct mixtures. It happens because the each criterion measures distinct fitting characteristics. Thus, this is a difficult decision to make and there is no conclusive choice. For this reason, an alternative indicator was proposed. In order to capture different aspects of models’ adherence, the expert was selected as the model to achieve more “victories” with respect to the different performance indicators.

iii) As it was shown in the study case, different gating functions led to different combinations of models and, consequently, to distinct performances of the resulting mixtures. According to the criterion established for measuring the models’ performance (i.e. the number of victories with respect to consistency), every mixture performed better than the global expert, and the Gaussian mixture had the least discrepancy between calibration and valida-
tion for all indicators. However, choosing the Gaussian mixture as the expert proved to be a not very wise decision, since it led to the “consistently” worst model. In this case, taking into account the clusters’ variances for weighting the local models did not lead to better results. In fact, a better option would be selecting the Inverse distance mixture, since it had the best performance for validation, while still performing well for calibration.

Other aspect that may highly influence the resulting composition is the clustering method used for partitioning the data set. Soft of fuzzy clustering and Kohonen Self-Organizing Maps (K-SOM) are examples of clustering methods that were not considered in this work and may be possible topics to be investigated in the future. For an application using the K-SOM clustering method, refer to Pinto & Milioni (2004).

As a final remark, it is important to reiterate that the modeling process is always an arduous task and the eager hunt for the “best” model sometimes may not be well rewarded. The mixture-of-experts model’s proposal serves as an alternative method for solving complex problems, by allowing a combination of many different simple models to build a more flexible and powerful one. This flexibility makes good promises of improvement in the accuracy of a model, compared to a unique simple model. However, it requires a great number of hypotheses and choices to be made.

Thus, when dealing with the possibility of using a complex modeling technique, it is very important to keep the Occam’s razor rule in mind: “Upon those who advocate more complex procedures rest the burden of proof to show that such procedures are worth the added expense” (Armstrong, 1986).
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