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ABSTRACT. Keen competition and increasingly demanding customers have forced companies to use their resources more efficiently and to integrate production and transportation planning. In the last few years more and more researchers have also focused on this challenging problem by trying to determine the complexity of the individual problems and then developing fast and robust algorithms to solve them. This paper reviews existing literature on integrated production and distribution decisions at the tactical and operational level, where the distribution part is modelled as some variation of the well-known Vehicle Routing Problem (VRP). The focus is thereby on problems that explicitly consider deliveries to multiple clients in a less-than-truckload fashion. In terms of the production decisions we distinguish in our review between tactical and operational production problems by considering lot-sizing/capacity allocation and scheduling models, respectively.
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1 INTRODUCTION

Since the mid-1980s integrated production-distribution systems (IPDS) have been the subject of an active research area in Operations Research (OR). According to Sarmiento & Nagi [45] IPDS are models that jointly optimize decision variables of different production and distribution functions in a single optimization model. The optimization is carried out simultaneously (cf. [45]) and possibly involves additional functions, such as inventory (cf. [21]). The practical needs and recent theoretical results regarding techniques for the integrated planning of production and distribution are highlighted in the specialized literature (cf. [46], [21]).
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One driving force behind supply chain integration is the fierce competition companies have to face in today's global market. As a consequence, they are forced to utilize their resources efficiently by, among other things, reducing lead times and safety stocks. This reduction of safety stocks is supposed to break up the traditional procedure of developing production and distribution plans separately (i.e., in different departments) and sequentially. Reduced inventory leads to a closer linkage between production and distribution operations, which makes the joint planning inevitable.

Another reason for the necessity of an integrated consideration is the increased customers' pressure on companies to offer individual products quickly, as well as the rising number of companies which have adopted direct-sell e-business models as their way of doing business. Consequently, many of them have implemented make-to-order production, meaning that custom-made products are manufactured and delivered within very short lead times. Due to the fact that these companies can only start producing the products after they have received an order and supply them directly to the customer after their completion, they only have little or no inventory at all. In order to maintain a desired on-time delivery performance at minimum total cost the operations must be jointly scheduled.

Apart from that, the integration is also indispensable in supply chains with time-sensitive products that have a very short life-cycle. Such products cannot be stored but must be supplied to the customers immediately after their production. Examples include perishable goods, industrial adhesive materials, or newspapers and mailing.

As per Chen [22] a joint consideration of production and delivery schedules is also advantageous at the operational level when taking higher level decisions in a supply chain. First of all, supply chain planning can benefit since the results of production-delivery scheduling can be used as estimates for input data that are needed in working out production-distribution plans. In addition, due date or lead time setting decisions, which have a direct effect on customer service, can be made more accurately if the interdependency of order due dates, production schedule, and delivery schedule is considered. In spite of this fact, most of the existing lead time setting models do not involve distribution scheduling decisions.

Due to the closer linkage of production and distribution coordinated planning has become inevitable, which is supported by integrated optimization models in OR. A large body of literature on IPDS can be found at the strategic and tactical planning level. Strategic IPDS concern long-term decisions, such as facility allocation, outsourcing (cf. [32]), plant capacities, and transport channels (cf. [21]). For reviews of these models refer to [28], [43] and [49], for obtaining an insight into the modeling and possible solution methods see, for instance, the works by [6], [34], or [35]. Those at the tactical level relate to models dealing with production, shipping and inventory quantities as well as the duration of the production/distribution cycle and can be found, for instance, in [21] and [45]. The recently published review by Mula et al. [42] especially contains solving methods for tactical and/or operational problems as well as their combination with strategic ones (cf. [42]). In another fairly recent review, Chen [22] has dealt with integrated production and outbound distribution scheduling. Surprisingly, many of the reviewed approaches
presented by [22] use a rather simplified distribution process of direct shipments, whereas in real industrial applications less-than-truckload settings are far more common than full-truckload settings.

The main aim of this paper is thus to provide a state-of-the-art review of those integrated production-distribution problems which include routing decisions. On the production side we will distinguish between tactical models of lot-sizing or capacity allocation and operational models of production scheduling. The paper’s target is to offer an insight into the problems already considered, their interrelations, the solution methods used as well as blank spots identified in the research landscape, and directions for future research.

The remainder of this paper is organized as follows. In the next section the methodology used in the literature research and the classification process is presented. Section 3 gives an overview of the existing models. Concluding comments and directions for future research are given in the final section.

2 METHODOLOGY

In this chapter the methodology concerning the literature research as well as the classification of existing and relevant IPDS are introduced.

2.1 Literature Research

The search process was conducted in two steps. In the first step all the articles citing the reviews by Chen ([21], [22]) were retrieved. Next, scientific-technical bibliographic databases, including e-journal portals such as EBSCO, Emerald, ScienceDirect, and Springer Link, were searched. In the second step the references listed in the papers found served as a continuous search reference.

The search terms included several versions of production-distribution system, such as production-distribution model, problem and planning, as well as some alternatives to the term integrated, for example synchronized, coordinated and combined. Moreover, the keywords routing, vehicle routing and VRP were used. Finally, wildcard characters and asterisks were employed to find additional variations. Further restrictions, such as published dates or science(s), were not made.

The papers found during that search were then analyzed with respect to their content and papers not dealing with the actual problem solving of specific IPDS were filtered out. This approach led to 37 papers which are characterized by the fact that the problem studied is described, the optimization model as well as the solving method (i.e., in most of the cases the algorithms) are presented, the experiments introduced and the results evaluated. Each of these papers will be discussed in the main part of the paper below.

Four of these papers were published either in conference proceedings or as a PhD thesis; for the remaining 33 papers, Table 1 shows the distribution of references according to the journals used in the review.
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From Table 1 we observe the expected result, i.e., that there is a core of journals including the European Journal of Operations Research and Computers and Operations Research, where a significant portion of this research is published. However, besides this core which does not even account for 50% of the volume of research in this area there is a wide distribution of articles in journals ranging from engineering to computer science to business. This wide distribution reflects the heterogeneity and the interdisciplinarity of the research area very well. However, it also shows that the area has not yet matured and there is still much need to classify the existing approaches and the blank spots where more research is needed.

### 2.2 Classification

The classification process can be divided into two steps. First, the relevant 37 publications were categorized according to the characteristics of their production processes. Thirteen papers deal with joint lot sizing/capacity allocation + vehicle routing problems, while the remaining 24 papers consider joint production scheduling + vehicle routing problems.

The first problem class links medium-term production decisions (i.e., lasting from two weeks to six months) with the operational VRP, and comprises topics such as production/distribution planning, capacity and inventory allocation as well as safety stock planning (cf. [32]). Typical questions involve the lot-sizing as well as the batching of product deliveries, the clustering of clients and the timing of deliveries over multiple periods (see [21]). Hence, the main decisions...
of this category of problems can be translated as: what and how much (and where, in the case of multi-facility problems) must be produced, when to produce it, how much to deliver to the different customers and which routes to use for serving these customers. Figure 1 shows a generic structure of this category.

![Figure 1](image1)

**Figure 1** – A generic structure of a tactical IPDS problem.

The second problem class focuses on short-term decisions (i.e., daily events) and considers detailed production and transportation scheduling problems (cf. [32]). Typical questions involve when and on which machine a job should be processed, when and in which vehicle the products should be delivered and which route each vehicle should choose (see [21]). A generic structure of this category of problems is shown in Figure 2.

![Figure 2](image2)

**Figure 2** – A generic structure of an operational IPDS problem.

In the second step, within each class the papers found were then grouped according to the characteristics of the production process and the vehicles, as shown in Table 2. Vehicle characteristics correspond to the fleet size and its composition. On the production side different criteria are used for tactical and operational models. For the former, the number of products and the planning horizon are considered; single product models typically focus on multiple period settings and deal with lot-sizing decisions, while multiple product models relate to capacity allocation settings in a single or multiple periods. In terms of the latter, the scheduling environment can be characterized by a single machine, parallel machines or flowshop setting. Finally, Table 2 also lists the Modeling/Solution approaches that are utilized in the various papers.
During the analysis of each paper, the information about the problem instances used in each paper is also gathered. The results are summarized in Table 3 (to simplify the visualization, only papers with numerical experiments that provided the data used or indicated a publicly available data source are shown).

### Table 3 – Information about data sources used in IPDS research.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Data source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adulyasak et al. (2012)</td>
<td>[1]</td>
</tr>
<tr>
<td></td>
<td>and scheduling problems with time windows constraints.</td>
</tr>
<tr>
<td>Boudia et al. (2008)</td>
<td>[14]</td>
</tr>
<tr>
<td>Chern &amp; Hsieh (2007)</td>
<td>[24]</td>
</tr>
<tr>
<td>Lei et al. (2006)</td>
<td>[36]</td>
</tr>
<tr>
<td>Méndez et al. (2005)</td>
<td>[41] Data provided by the paper</td>
</tr>
</tbody>
</table>

### 3 REVIEW OF IPDS MODELS INCLUDING ROUTING DECISIONS

The review consists of two parts and is organized as follows. In the first part tactical problems are treated. The second part of the survey is dedicated to operational problems dealing with joint production scheduling and vehicle routing. Overview tables summarizing the existing results are presented for each class.

#### 3.1 Tactical IPD problems

The existing models involve the integration of lot sizing or capacity allocation problems with distribution problems to customers (i.e., end customers, distribution centers, retailers). When
comparing the papers to be reviewed, the first group deals with an integrated production-inventory-distribution routing problem (PIDRP) determining the production quantities of a single product, the inventory and delivery quantities as well as the routes ([1], [7], [8], [9], [12], [13], [14], and [36]). In contrast to that multi-product capacity allocation problems are studied in the second group of papers ([5], [15], [17], [20], and [30]). In this latter group the paper by Chen et al. [20] stands out in that it is the only approach dealing with a stochastic setting.

Strictly speaking, all of the models in the first group are based, at least to a certain extent, on the work by Lei et al. [36] in dealing with a single-product capacitated lot-sizing problem (CLSP) in their production and an allocation and vehicle routing problem (VRP) in their distribution part. On the other hand, in the second group the model presented in [17] describes a basic model setting which is also expanded in [30]. Below, we show an exemplary formulation of a basic model for tactical IPD problems which combines the features of the models in [36] and [17].

The following notation is used:

Sets:
- \( H \) ... set of production facilities
- \( J \) ... set of customers/distribution centers (DC)
- \( K \) ... set of products
- \( P \) ... set of periods in the planning horizon
- \( V \) ... set of vehicles

Indexes:
- \( h \) ... production facility index
- \( j, j' \) ... customer/DC indexes
- \( k \) ... product index
- \( p \) ... period index
- \( v \) ... vehicle index

Parameters:
- \( d_{k,j,p} \) ... demand of product \( k \) at customer \( j \) in period \( p \)
- \( a_{k}^{\text{prod}} \) ... per-unit capacity consumption of product \( k \) in production facility \( h \)
- \( a_{h,k}^{\text{setup}} \) ... capacity consumption for setup of product \( k \) in production facility \( h \)
- \( A_{h,k}^{\text{prod}} \) ... total available capacity in production facility \( h \)
- \( t_{v,j,j'} \) ... travel time of vehicle \( v \) between customer locations \( j \) and \( j' \)
- \( T_{v} \) ... maximum admissible travel time of vehicle \( v \)
- \( A_{v}^{\text{vehicle}} \) ... capacity of vehicle \( v \)
- \( I_{k}^{\text{min},h} \) ... safety stock of product \( k \) at production facility \( h \)
- \( I_{k}^{\text{min},j} \) ... safety stock of product \( k \) at customer \( j \)
- \( I_{k}^{\text{max},h} \) ... maximum inventory level of product \( k \) at production facility \( h \)
- \( I_{k}^{\text{max},j} \) ... maximum inventory level of product \( k \) at customer \( j \)
- \( M \) ... a sufficiently large number
\[ \begin{align*}
& \text{min} & & \sum_{k \in K} \sum_{h \in H} \sum_{p \in P} (c_{\text{setup}} \cdot x_{k,h,p} + c_{\text{prod}} \cdot y_{k,h,p} + c_{\text{hold}} \cdot z_{k,h,p}) \\
& & & + \sum_{k \in K} \sum_{h \in H} \sum_{j \in J} \sum_{p \in P} c_{\text{out}} \cdot q_{h,j,k,p} \\
& & & + \sum_{v \in V} \sum_{h \in H} \sum_{j \in J} \sum_{p \in P} c_{\text{vehicle}} \cdot z_{v,h,j,p} \\
& & & + \sum_{v \in V} \sum_{h \in H} \sum_{j \in J} \sum_{j' \in J} \sum_{p \in P} c_{\text{travel}} \cdot z_{v,j,j',p} \\
& & & + \sum_{k \in K} \sum_{j \in J} \sum_{p \in P} c_{\text{trans}} \cdot l_{k,j,p} \\
\text{subject to} & \quad l_{k,h,p} = l_{k,h,p-1} + x_{k,h,p} - \sum_{j \in J} q_{h,j,k,p} - \sum_{j \in J} Q_{h,j,k,p} & \forall h, k \in K, p \in P \\
& \quad l_{j,j',p} = l_{j,j',p-1} - d_{k,j,p} + \sum_{h \in H} q_{h,j,k,p} + \sum_{h \in H} Q_{h,j,k,p} & \forall j, k \in K, p \in P \\
& \quad l_{k,h,p}^{\min} \leq l_{k,h,p} \leq l_{k,h}^{\max} & \forall h, k \in K, p \in P \\
& \quad l_{j,j',p}^{\min} \leq l_{j,j',p} \leq l_{j,j'}^{\max} & \forall h, k \in K, p \in P
\end{align*} \]
Objective (1) minimizes the total cost consisting of setup, production and inventory cost at the production facilities (first line), cost for outsourced transportation (second line), fixed and variable cost for in-house operated transportation (third line) and inventory cost at the customers (fourth line).

Constraints (2) and (3) are the inventory balance constraints at the production facilities and customers, respectively. Constraints (4) and (5) impose safety stock and maximum inventory levels at the production facilities and customers, respectively. Constraints (6) make sure that the available capacity at each production facility is not violated. The fact that production of a product can only take place when the facility is set up for this product is modelled by constraints (7). Constraints (8) are the flow conservation constraints, implying that a vehicle entering a customer node also needs to leave this customer node. Constraints (9) account for the utilization of vehicles by modelling the first trip of a vehicle leaving its production facility. Constraints (10) make sure that the maximum admissible travel time of any vehicle is not violated. Constraints (11)-(13) account for the vehicle capacity and impose that there can not be any subtours among customer nodes not connected to any production facility. Finally, constraints (14)-(16) set the domains of the decision variables.
As mentioned above, this model combines features of the models presented in [36] and [17]. While all of the single product models in Table 4 are based on the model by Lei et al. [36] they also feature some important differences. Multiple plants and heterogeneous vehicles are only considered by Lei et al. [36], setup costs are included in all papers except for [36], and different solution approaches are presented. In short, a two-phase methodology is proposed in [36], which means that the routes are determined separately in the second phase of the approach. The model presented and solved in [13] has also been used for the solution methodologies proposed in [1] (adaptive large neighborhood search), [12] (reactive greedy randomized adaptive search procedure) and [14] (memetic algorithm with population management). On the basis of [13] and the two-phase solution approach of [36] Bard & Nananukul developed a reactive tabu search procedure in [7]. The idea of coupling heuristics with decomposition methods and branch-and-price respectively to efficiently solve the PIDRP is presented in [8] and [9]. More details about these papers are now presented.

Table 4 – Tactical IPDS Problems.

<table>
<thead>
<tr>
<th>Number of Products</th>
<th>Time Period(s)</th>
<th>Vehicle Characteristics</th>
<th>Modelling Approach</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single</td>
<td>Multiple</td>
<td>Limited, Homogeneous</td>
<td>MIP, HEU</td>
<td>Bard &amp; Nananukul (2009a)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Bard &amp; Nananukul (2009b)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Bard &amp; Nananukul (2010)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ILP, HEU</td>
<td>Boudia et al. (2007)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ILP, HEU</td>
<td>Boudia et al. (2008)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ILP, HEU</td>
<td>Adulyasak et al. (2012)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MIP, HEU</td>
<td>Lei et al. (2006)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>HEU</td>
<td>Boudia &amp; Prins (2009)</td>
</tr>
<tr>
<td>Multiple</td>
<td>Single</td>
<td>Limited, Heterogeneous</td>
<td>MIP</td>
<td>Aydinel et al. (2008)</td>
</tr>
<tr>
<td></td>
<td>Limited</td>
<td>Homogeneous</td>
<td>INLP, HEU</td>
<td>Chen et al. (2009)</td>
</tr>
<tr>
<td></td>
<td>Multiple</td>
<td>Limited, Unlimited</td>
<td>MIP, HEU</td>
<td>Bredström &amp; Rönqvist (2002)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MIP, HEU</td>
<td>Chandra &amp; Fisher (1994)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MIP, LR</td>
<td>Fumero &amp; Vercellis (1999)</td>
</tr>
</tbody>
</table>

Lei et al. [36] consider a two-stage PIDRP involving multiple production plants and customer demand centers, which both have limited inventory capacities. The production part of the model is characterized by a single-item, single-level CLSP without backlogging and is solved in the first phase of a two-phase solution approach. By contrast, the dissolving of the distribution part comprises both phases. At first, a transportation problem formulated as mixed-integer programming (MIP) model is solved by determining the optimal delivery quantities and trips per transporter. In order to find optimal routes, a delivery consolidation problem formulated in a similar way to the CVRP with the multiple use of vehicles is solved in the second phase. The solution is found by a heuristic transporter routing algorithm based on an extended optimal partitioning procedure.
Heterogeneous in-house as well as chartered transporters, which can be used for several trips per period, and their traveling times (independent of the quantities delivered) are also incorporated in the model. The objective function minimizes production costs, inventory holding costs of the plants and demand centers, and total transportation costs. The computational performance of the solution approach was tested using 49 randomly generated test problems and a real-life supply network problem of a chemical company shipping products by water transportation. The solutions of the proposed approach were compared to those obtained by the MIP CPLEX solver. It has been shown that in 34 out of 49 cases CPLEX solver either could not find a feasible solution within the given time limit or produced a solution of worse quality than the proposed approach.

With respect to the application, 2 plants, 13 demand centres, 3 types of vessel, and 12 time periods were considered. Interplant distribution for the shipment of raw materials and maintenance schedules were also included.

Boudia et al. [13] and Boudia & Prins [12] developed similar MIP models for the problem described above but considered a single-plant case. Also, setup costs are included in the production part of the models. The distribution parts deals with the CVRP assuming a homogeneous fleet. The aim of the models is the minimization of the sum of setup, inventory holding and transportation costs. They propose a reactive greedy randomized adaptive search procedure (GRASP) in [13] and a memetic algorithm with population management and path-relinking in [12]. In the former work the problem is formulated as an integer linear program and solved by a GRASP metaheuristic which was either improved by a reactive mechanism or a path-relinking process. The algorithm was tested on 90 randomly generated instances with 50, 100, or 200 customers and 20 time periods. Four metaheuristics (basic GRASP, reactive version, interleaved path relinking, and path relinking at the end) were compared with two earlier heuristics, namely a two-phase decoupled approach and a weakly coupled approach (also considered in [14]). It has been shown that the best results are obtained by using GRASP but higher savings are achievable when using the reactive and path relinking version. In [12] several versions of a memetic algorithm with population management were considered and compared with the results obtained either by using GRASP or the sequential two-phase heuristic from [13]. The tests have shown that large-scale problems can be solved within a reasonable time and significant savings are achievable.

In [1] a deterministic single product, single plant, multiple customer problem with limited storage capacity at both the plant and the customers is considered. An adaptive large neighborhood search algorithm (ALNS) is proposed which is based on a problem decomposition approach. For each 200-client instance, different setup schedules are generated for which production quantities and delivery schedules are determined. Each of the solutions (with a different setup schedule) is then improved using the ALNS which considers customer-period combinations and tries to reschedule the shipment to a customer and the routing associated with that shipment. Computational results are presented with regard to the performance relative to some competing algorithms while no analysis is done concerning the integration value of the decisions.

The production part of the model presented in [7] is characterized by a single-plant, single-item CLSP including setup costs and the distribution part comprises a transportation problem and a...
CVRP assuming a homogeneous fleet that delivers to 50, 100 or 200 clients. A similar solution approach to the one by Lei et al. [36] is presented and tested with three data sets provided by Boudia et al. [13]. The objective function minimizes the sum of production setup costs, a surrogate for the routing costs (fixed and variable costs) as well as inventory holding costs at the plant and customer sites. The researchers propose a reactive tabu search algorithm, using a dynamic tabu list, that comprises two-phases, of which the first is divided into two parts. Part one deals with determining the production and delivery quantities on each day (formulated as a MIP) and part two with finding solutions to the routing problem. In order to achieve these objectives the values obtained in the first part are used as demand data for the CVRP subroutine (based on the tabu search technique) treated in the second part. A neighborhood search is performed in the second phase of the solution approach to improve the current results. For quality reasons, lower bounds are also determined by solving a modified version of the lot-sizing distribution model (phase one). Additionally, path-relinking is used in a post-processing phase to achieve marginal cost reductions. It has been shown that, compared to the results obtained in [13] (by using GRASP), improvements could be achieved but the run time was three to five times longer. The researchers have also concluded that path relinking is not very effective.

In [8] Bard & Nanukul present the results of coupling heuristics with decomposition methods to find solutions to the 50, 100 and 200 clients-size PIDRP instances examined in [7]. For the computations, a previously developed branch-and-price (B&P) algorithm is used that requires the solution of multiple inventory routing problems to generate columns for the master problem in each period. In order to improve the results, the researchers developed three heuristics for solving the inventory-routing problem component along with a model for determining periods in which at least one customer requires a delivery. Several experiments were carried out to evaluate the performances of the proposed solution approaches and to find out the most effective algorithm configuration. Computational results obtained by the usage of heuristics with different column generation strategies (adding one or multiple columns in each iteration) at the root node of the B&P search tree as well as incorporating them into the B&P algorithm are provided. Results are also given for solving the problem using CPLEX and the tabu search proposed in [7] or the exact B&P algorithm.

Bard & Nananukul’s recently published paper [9] provides another similar solution approach for the problem studied in [8]. Methodological contributions of the proposed decomposition algorithm based on B&P comprise a new branching rule to deal with the degeneracy characteristics of the master problem and a new approach for handling symmetry. Apart from that, a column generation and rounding heuristic were combined to improve the algorithm’s efficiency. Extensive testing was carried out to compare the results achieved by the exact B&P algorithm with those when using the suggested B&P heuristic with different features. It has been observed that for instances with up to 50 customers and eight time periods the latter approach obtained high quality solutions within one hour and outperformed both CPLEX and the exact B&P algorithm alone.
Differing from the models described above, multi-product problems have been studied in [5], [15], [17], [20], and [30]. In contrast to the last three papers, the first two papers deal with real-life problems, multiple production facilities, deterministic demands, and multi-period planning horizon. Besides, they both do not consider delivery time windows. However, they differ in the extent of the production part studied. In [5] only the allocation of up to 500 orders in 16 shipments is considered, while sequencing considerations are included in [15]. In contrast to the other models, the paper by Chen et al. [20] is the only one that deals with stochastic assumptions, a single time period, and delivery time windows. The models and solution methodologies are described in more detail below.

Chandra & Fisher [17] consider a 2-stage, multi-product problem with a single production facility and multiple customers. Demand for each product in each period is deterministic and has to be satisfied without backlog. There is a setup cost for producing a product in each period. Inventory is allowed at both the plant and the customers. Transportation cost consists of a fixed part and a variable part which is determined by the routes of the vehicles, and hence vehicle routing is one of the decisions of the problem. The problem is formulated as a MIP and the authors compare sequential (first production, then transportation) and integrated approaches to instance sets of up to 10 products and 50 clients. They make the following observations based on computational tests on randomly generated data sets on various parameters: (i) Value of production-distribution coordination (measured as average cost reduction achieved by the coordination) increases with production capacity, vehicle capacity, number of customers, number of products, and number of time periods; (ii) value of coordination increases with relatively high distribution costs (fixed and variable) compared to production cost; and (iii) cost reduction varies from 3% to 20%. In some cases (e.g. when vehicle capacity is small), there is no value in coordination because in this case all deliveries will be made as full truckloads and hence no consolidation is necessary.

A similar problem is studied by Fumero & Verceilis ([30]). They additionally assume that there is a limited number of vehicles available for product delivery in each time period. Based on a different MIP formulation they solve the problem using Langrangean relaxation. Also, by comparing coordination with the sequential production-distribution approach they obtain similar results to [17].

Aydin et al. [5] consider a real-life multi-plant problem of a forest products company which receives orders from multiple customers and ships their products either by train or a truck-railcar combination. Two mixed integer models differing in the assumptions concerning the distribution part are presented. The production part is given by a multi-plant order allocation problem and does not include any lot-sizing in the strict sense. In both models the distribution part comprises the determination of the carriers, the shipment sizes, and the routes. However, the supplier strictly chooses one of the transportation modes (open-mode model). The models were solved by CPLEX and tested using real order files of the company comprising two weeks, of which 309 railcar and 16 truck shipments were considered in the first week followed by 208 railcar and 21 truck shipments in the second. The results were compared to those of the company’s current approach and revealed that cost savings ranging from 1.9% to 2.4% could be achieved.
In [15] Bredström & Rönqvist study a real-life problem of a Swedish paper mill company consisting of a three-stage supply chain: suppliers of raw materials (logs and wood chips) or imported materials, production sites (mills), and customers (domestic and foreign ones). The researchers provide two mixed-integer-linear-programming (MILP) models, one for the production and one for the distribution problem, but do not actually solve them in an integrated manner. The production plan problem is divided into two subproblems determining the sequence and the products to be produced and the recipe to be used in each time period. The distribution plan model comprises a multi-period, multi-commodity transportation problem and a CVRP with heterogeneous vehicles. It is assumed that the shipments of foreign logs to the production mills are carried out by cargo-ships, the distribution to foreign customers either by cargo-ships hired on a long-term basis or a rented boat for short trips. Deliveries are made by train or truck. A time discretization (weeks, days, periods) is also included. The objective function of the production model includes transportation, storage, and production plan costs, whereas the linear objective function of the distribution covers the sum of flow, storage, and boat usage costs. Concerning the solution approach, column generation together with a heuristic including constrained branching is used in the production plan model, whereas the distribution model is divided into subproblems that are solved repeatedly using B&B on the integer variables. For the integration of the production and ship scheduling, the researchers propose two methods, either the sequential resolving of the subproblems or a two-phase approach. The latter proposition is similar to the methodology used in [36]. Computational results are not provided.

The last tactical-operational model found in the literature is the one by Chen et al., also a multi-product model but with stochastic demands (cf. [20]). A two-stage, single-period problem involving a supplier who produces perishable goods and delivers them to multiple retailers within an allowed time window is considered in this paper. The production part of the model is characterized by a single-machine scheduling problem, which determines the production quantities of the products as well as the time of starting the production of the first commodity per vehicle. Shortage costs, delay penalties, and decay rates are also incorporated in the model. A CVRP with soft time windows is given in its distribution part. A mixed integer non linear programming model is formulated with the aim of maximizing the supplier’s total profit (i.e., the sum of the expected revenue if the demand is less than the quantity supplied or the expected revenue minus goodwill loss if the demand is higher than the supplied quantity minus production and transportation costs as well as a penalty in case of exceeding the allowed time window for delivery). For the problem solving, the problems are decomposed into two subproblems and solved by the Nelder-Mead method with boundary constraints (first problem) and by a heuristic algorithm (second problem) respectively. Several tests were carried out with the result that the problem can be solved within ten minutes for a maximum of 75 retailers. As opposed to the former solution process, in most cases, it takes a few hours to find a local optimal solution when using LINGO 10.0. Additionally, various sensitivity analyses (determining the correlation between the rate of decay and the supply quantity ratio, between the different time windows and numbers of vehicles, and between the average loading ratio and the number of vehicles) were conducted. The results have
shown that the fleet size is an important factor leading to a trade-off between deterioration and increased transportation costs.

### 3.2 Operational IPD problems

The problems described in this section involve detailed scheduling of both production and distribution operations. As already stated by Chen [22] only a very limited number of papers in the literature deal with detailed integrated production-distribution scheduling problems. The characteristics of these papers are summarized in Table 5.

<table>
<thead>
<tr>
<th>Machine Configuration</th>
<th>Vehicle Characteristics</th>
<th>Modeling Approach</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single</td>
<td>One</td>
<td>DP</td>
<td>Li et al. (2005)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MIP, B&amp;B</td>
<td>Armstrong et al. (2008)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>HEU</td>
<td>Averbakh &amp; Xue (2007)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Averbakh (2010)</td>
</tr>
<tr>
<td></td>
<td>Two</td>
<td>HEU</td>
<td>Geismar et al. (2008)</td>
</tr>
<tr>
<td></td>
<td>Heterogeneous</td>
<td>HEU+MIP</td>
<td>Dondo et al. (2003)</td>
</tr>
<tr>
<td></td>
<td>Heterogeneous</td>
<td>HEU</td>
<td>Méndez et al. (2005)</td>
</tr>
<tr>
<td></td>
<td>Limited</td>
<td>MIP, HEU</td>
<td>Bonfill et al. (2008)</td>
</tr>
<tr>
<td></td>
<td>Homogeneous</td>
<td>HEU</td>
<td>Van Buer et al. (1999)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Russell et al. (2008)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Leung &amp; Chen (2013)</td>
</tr>
<tr>
<td></td>
<td>Unlimited</td>
<td>HEU</td>
<td>Hurter &amp; Buer (1996)</td>
</tr>
<tr>
<td></td>
<td>Homogeneous</td>
<td>HEU</td>
<td>Chen &amp; Lee (2008)</td>
</tr>
<tr>
<td></td>
<td>Heterogeneous</td>
<td></td>
<td>Wang &amp; Lee (2005)</td>
</tr>
<tr>
<td></td>
<td>Heterogeneous</td>
<td></td>
<td>Bonfill et al. (2008)</td>
</tr>
<tr>
<td></td>
<td>Homogeneous,</td>
<td></td>
<td>Chen &amp; Vairaktarakis (2005)</td>
</tr>
<tr>
<td></td>
<td>Heterogeneous</td>
<td></td>
<td>Devapriya (2008)</td>
</tr>
<tr>
<td></td>
<td>One</td>
<td>HEU</td>
<td>Chen &amp; Vairaktarakis (2005)</td>
</tr>
<tr>
<td></td>
<td>Unlimited</td>
<td>HEU</td>
<td>Devapriya (2008)</td>
</tr>
<tr>
<td></td>
<td>Homogeneous</td>
<td>HEU</td>
<td>Böhmlien et al. (2011)</td>
</tr>
<tr>
<td></td>
<td>Heterogeneous</td>
<td>HEU</td>
<td>Parahani et al. (2012)</td>
</tr>
<tr>
<td>Parallel</td>
<td>Limited</td>
<td>MIP, HEU</td>
<td>Méndez et al. (2006)</td>
</tr>
<tr>
<td></td>
<td>Homogeneous</td>
<td>HEU</td>
<td>Li &amp; Vairaktarakis (2007)</td>
</tr>
<tr>
<td></td>
<td>Heterogeneous</td>
<td></td>
<td>Chiang et al. (2009)</td>
</tr>
</tbody>
</table>

While the explicit models studied in these papers differ significantly due to their operational nature and practical application there are some basic concepts that define integrated production-
distribution models on the operational level. A recent example nicely highlighting these concepts is the MIP model described by [47]. In this problem, the goal is to minimize the total tardiness of all jobs in an IPD system, where the production site is modeled as a parallel machine environment and the distribution is performed by \( t \) routes from \( v \) vehicles. The model is based on the following notation:

Sets:
- \( V \) ... set of vehicles
- \( J \) ... set of customers/jobs, tours
- \( K \) ... set of machines

Indexes:
- \( 0 \) ... production facility index
- \( i, j \) ... customer/job indexes
- \( v \) ... vehicle index
- \( k \) ... machine index
- \( t \) ... vehicle tour index

Parameters:
- \( A_v \) ... capacity of vehicle \( v \)
- \( d_j \) ... due date of job \( j \)
- \( q_j \) ... size of job \( j \)
- \( p_j \) ... processing time of job \( j \)
- \( M \) ... a sufficiently large number
- \( r_k \) ... ready time for machine \( k \)
- \( r_v \) ... ready time for vehicle \( v \)
- \( s_0 \) ... service time at the production facility
- \( s_j \) ... service time at destination of job \( j \)
- \( t_{i,j} \) ... travel time between delivery sites for jobs \( i \) and \( j \)
- \( w_j, \hat{w}_j \) ... lower and upper bound of the delivery time window of job \( j \)

Variables:
- \( C_j \) ... Completion time of job \( j \)
- \( D_j \) ... Delivery time of job \( j \)
- \( S_{v,t} \) ... Start time of tour \( t \) of vehicle \( v \)
- \( T_j \) ... Tardiness of job \( j \)
- \( g_{j,v,t} \) ... binary variable that is 1 when job \( j \) is delivered by tour \( t \) of vehicle \( v \)
- \( x_{i,j} \) ... binary variable that is 1 when job \( j \) is processed after job \( i \)
- \( y_{k,j} \) ... binary variable that is 1 when job \( j \) is the first one to be processed on machine \( m \)
- \( z_{i,j,v,t} \) ... binary variable that is 1 when job \( j \) is delivered after immediately after job \( i \) on the tour \( t \) of vehicle \( v \)
The first block of constraints (18)-(21) is related to the manufacturing process. The second one is related to the distribution site and shown in constraints (22)-(35). The objective function is presented in equation (17).

$$\begin{align*}
\min & \sum_{j \in J} T_j \\
\text{s.t.} & \sum_{k \in K} y_{k,j} \leq 1 \quad \forall k \in K \quad (18) \\
& \sum_{k \in K} y_{k,j} + \sum_{i \in P_j \backslash \{i \neq j\}} x_{i,j} = 1 \quad \forall j \in J \quad (19) \\
& C_{j} \geq C_{i} + p_{j} - M \cdot (1 - s_{i,j}) \quad \forall i, j \in J \quad (20) \\
& \sum_{k \in K} y_{k,j} \cdot (r_{k} + p_{j}) \quad \forall j \in J, k \in K \quad (21) \\
& \sum_{v \in V} S_{v,t} = 1 \quad \forall j \in J \quad (22) \\
& M \cdot |J| \sum_{j \in J} g_{j,v,t} \geq \sum_{j = 1}^{\lfloor |J| / 2 \rfloor} S_{v,t} + 1 \quad \forall v \in V, t = 1, \ldots, |J| - 1 \quad (23) \\
& g_{j,v,t} = \sum_{i \in J \backslash \{0\}, i \neq j} z_{i,j,v,t} \quad \forall j \in J, v \in V, t \in J \quad (24) \\
& g_{j,v,t} = \sum_{i \in J \backslash \{0\}, i \neq j} z_{i,j,v,t} \quad \forall j \in J, v \in V, t \in J \quad (25) \\
& A_{v, t} \geq \sum_{j \in J} d_{j} \cdot g_{j,v,t} \quad \forall v \in V, t \in J \quad (26) \\
& S_{v,t} \geq C_{j} + x_{0} - M \cdot (1 - s_{j,v,t}) \quad \forall j \in J, v \in V, t \in J \quad (27) \\
& S_{v,t} \geq C_{j} + x_{0} - M \cdot (1 - s_{j,v,t}) \quad \forall j \in J, v \in V, t \in J \quad (28) \\
& S_{v,t} \geq D_{j} + s_{j} + t_{j,v} + x_{0} - M \cdot (1 - s_{j,v,t}) \quad \forall j \in J, v \in V, t = 1, \ldots, |J| - 1 \quad (29) \\
& D_{j} \geq w_{j} \quad \forall j \in J \quad (30) \\
& D_{j} \geq S_{v,t} + h_{j} - M \cdot (1 - s_{j,v,t}) \quad \forall j \in J, v \in V, t \in J \quad (31) \\
& D_{j} \geq S_{v,t} + h_{j} - M \cdot (1 - s_{j,v,t}) \quad \forall j \in J, v \in V, t \in J \quad (32) \\
& D_{j} \geq t_{j} + t_{0,j} - M \cdot (1 - s_{j,v,t}) \quad \forall j \in J, i \neq j, v \in V, t \in J \quad (33) \\
& T_{j} \geq 0 \quad \forall j \in J \quad (34) \\
& T_{j} \geq D_{j} - w_{j} \quad \forall j \in J \quad (35)
\end{align*}$$
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Constraints (18) assure that only one job is the first one to be processed on each machine. Constraints (19) state that a job is sequenced either on the first position of a machine or after some already sequenced job. Constraints (20)-(21) state the boundaries for the completion times of each job on the manufacturing stage.

Constraints (22) state that a tour will include the processing site \((j = 0)\) if it performs any delivery. Constraints (23) guarantee that each job is assigned to a unique tour of a single vehicle. Constraints (24) assure that there are no empty tours before an active tour. Constraints (25)-(26) assure that a vehicle that delivers a job \(j\) travels from another customer or from the processing site. Constraints (27) limit the vehicles capacity. Constraints (28)-(30) limit the minimum value of the starting time of each route. Constraints (31)-(33) limit the minimum value of the delivery time of each job \(j\). The tardiness is bounded by constraints (34)-(35).

As mentioned above this model does not cover all practical characteristics studied in the different papers shown in Table 5. Rather it gives a flavor of some of the main issues that form the basis of operational IPD systems. Below we will now review the specifics of the existing papers in this area.

A practical well known motivation for the study on joint production scheduling/vehicle routing problems is the newspaper production and distribution problem. This problem usually comprehends one or more facilities where different sections of the daily version of the newspaper are printed. Production has to take place within a very short time period (e.g., Russell et al. [44] indicates a scenario where production occurs between midnight and 3 a.m.). Different geographic regions, containing different clients, can compose the daily versions with different sets of sections. The goal is to deliver the different newspaper compositions to the different clients respecting some time window-like constraints (e.g., in the case of the problem studied by [44], the last delivery must occur by 4 a.m.), minimizing some fitness function (such as distribution cost). One possible expansion of this problem is to consider the loading docks as a scarce resource, allowing just a limited number of simultaneous vehicle loadings. This problem is described by Hurter and Buer [33] as the problem of distributing highly perishable products under severe time constraints.

To address the newspaper production and distribution problem, the literature offers some different approaches. The first approach found is the one proposed by Mantel & Fontein [40], which presents an MILP formulation for the problem, as well as heuristics based on Floyd’s method and Clarke & Wright’s method to plan the newspaper deliveries to up to 60 delivery sites. Hurter & Buer [33] also approach this problem by presenting a two-stage algorithm. A single-vector representation of the problem is proposed by Van Buer et al. [48]. Combined with some definitions of different neighborhoods, a Simulated Annealing and a Tabu Search approach to the problem are proposed. The proposed methods were applied to a dataset generated based on real data originating from a medium-size newspaper company. A similar production system is studied by Chiang et al. [25]. In their case, the problem is characterized by three different daily editions (“class of products”), to be produced in two identical production lines. There are seven distinct delivery zones. To solve this problem, the authors present a mathematical model and a two-phase heuristic approach, that incorporates a reactive tabu search to refine the results obtained by the application.
of an integer programming model in a generalized version of the original problem. To evaluate the effectiveness of the heuristic, Chiang et al. [25] use a simulation model. This simulation model also allows the authors to analyze the effects of the variability on the results provided by the heuristic. A tabu search is also used by Russell et al. [44] to optimize the existing company’s operations of an American newspaper company. In this case, there are six different geographic zones supplied by 47 vehicles that deliver to 818 carriers. The carriers cover more than 200 zip codes. The application of the proposed heuristic generates savings of more than $60,000 a year. Significant savings on practical scenarios are also presented by Bohnlein et al. [10], who apply a 5-type multi-agent system to real data from one of the largest German newspaper companies, and allow about 17% of reduction on the variable costs on the planning of the utilization of a 61-vehicle fleet.

Besides newspaper production scenarios, another practical motivation for integrating scheduling and distribution is presented by Geismar et al. [31]. In this case, the authors present a problem encountered in chemical adhesive materials manufacturing. This problem is similar to the newspaper planning problem in the sense that both products (chemical adhesives and newspapers) are products with a relatively short lifespan (hours in the case of newspapers, seven days in the adhesive case presented by [31]). In their approached problem, Geismar et al. present a production system composed of a single plant, a single capacitated vehicle and an uncorrelated set of up to 50 clients dispersed randomly, aiming to minimize the total arrival date of the orders. Although the paper does not present data provided from a specific company, the random-generated instances allow the authors to present some interesting results: a lower bound for the problem considering makespan, as well as genetic and memetic algorithms to solve it. In both cases, the developed heuristic is a 2-stage algorithm designed as follows: in the first stage, a genetic/memetic algorithm generates a sequence of orders; the second stage uses a shortest path algorithm to allocate and sequence the orders in routes. The authors report statistical evidence that, with a $\rho$-value= 0.0005, the genetic algorithm performed better than the memetic algorithm.

Another practical relevance of integrated production and transportation decisions in the operational level is presented by Farahani et al. [29]. In their paper, the authors analyze how the quality of catering foods can be improved by minimizing the time that the produced orders wait to be shipped. Their claim is that, for this category of food products, the quality of a delivered order decreases according to the time spent in transit after production. The authors develop an iterative solution procedure based on a Large Neighborhood Search algorithm and successfully apply it to 50, 100 and 200-order instances. The results shows that the planning technique proposed allows a better quality of the delivered food without a considerable increase in total costs.

Beyond direct practical applications, one can find in the literature studies that deal with different scenarios of integrated production-transportation problems. A single-machine production stage, now allowing preemption, is approached by Averbakh [3] and Averbakh & Xue [4]. Starting with a single-client scenario and then moving to a multi-client scenario, both [3] and [4] present a set of different theoretical analyses and algorithms related to the problem of minimizing the sum of total weighted flowtime and delivery costs.
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Chang & Lee [18] analyze random-generated scenarios by considering a production system where a set of jobs is performed on a single machine or two identical machines, and then grouped in batches for transportation by a single capacitated vehicle to one or two client areas. Some properties of those problems are derived. For the single machine/single client problem, an NP-Hardness proof is derived. To minimize makespan in a single machine/single vehicle/single vehicle area problem, Chang & Lee state a property of this problem, where there is an optimal schedule in which: (i) jobs are processed without idle time; (ii) all jobs that are allocated to a vehicle are processed sequentially in the production stage; (iii) there is no order precedence between each production order belonging to the same route; (iv) each distribution batch is delivered according to the well-known Short Processing Time (SPT) rule. This property allows Chang & Lee to derive a heuristic that uses the well-known First Fit Decreasing (FDD) bin-packing rule for the stated problem. The previous problem is then expanded into a two identical parallel machines production environment, stated as being NP-hard in the strong sense. To solve this problem, a heuristic is also proposed. Another extension presented by the authors is regarding the one machine/one vehicle/two customers area, also stated as NP-Hard in the strong sense. Using results from the FDD rule and the well-known Johnson’s rule (used to solve the \( F_2//C_{\text{max}} \) problem), a heuristic is also proposed. All the proposed heuristics are followed by proofs of worst-case performance.

As with Averbakh & Xue [4], Chen & Lee [19] are devoted to presenting theoretical analysis to an integrated production-transportation problem. They approach the problem of producing a set of orders on a single machine. Once produced, the orders must be delivered by a multi-mode (\( i_2 \)) distribution system. Multiple client sites are considered. The goal is to minimize a weighted function between job delivery time and transportation costs. A multi-mode distribution system is also approached by Wang & Lee [50]. This latter paper deals with two transportation modes that can be used to transport orders produced by a single machine environment. The due dates are strongly considered in this paper, which presents strategies to: (i) minimize transportation costs in a zero-tardiness solution and (ii) minimize the weighted sum of total tardiness and transportation costs. A B&B algorithm is presented and, in the instances presented (up to 20 clients), solves the problem more efficiently.

Following this line of research, M´endez et al. [41] consider a comprehensive multi-stage production and transport scheduling problem. The production part of the proposed model deals with identifying the batches to be produced, their assignment to the lines, the sequencing, and the timing. The distribution part provides a delivery schedule comprising the loads, the assignment of orders to the capacitated vehicles, the routes, and the timing of the deliveries. Regarding the transport scheduling, it is assumed that the transport time includes the travel time, a discharge time depending on the amount delivered, and a fixed stop time. Delivery due dates, slack times, and average speeds of the vehicles are also considered. The objective is to minimize weighted total costs including weight values for the travel time, the number of routes, as well as the earliness and tardiness of the orders. In order to reduce the computational effort, different heuristic rules (earliest due date rule, minimum slack time rule, clustering of distribution centres) are
combined and embedded in the proposed continuous time-based MILP model. A case study is provided assuming that two products are manufactured in a single batch production facility and distributed among eight retail outlets by two vehicles with different capacities. The production recipe for both products comprises three production stages and eight operations. Also, various weight values, ranging from 5 to 100, are included in the objective function. The computational results of the MILP are compared with those of eight hybrid MILP-heuristic approaches, stating that better solutions with modest computational effort can be obtained in the latter case.

The work by Bonfill et al. [11] is based on the paper by Méndez et al. [41], and provides different heuristic-based solution approaches to the problems examined therein. The production scheduling part uses a rule-based heuristic algorithm suggested in [16], whereas in the transport scheduling part an own rule-based heuristic algorithm for the order selection, vehicle assignment, loading, and timing is developed. A two-stage sequential approach (with the production part being solved first) and an integrated strategy (i.e., production orders and due dates are updated in accordance, containing temporal requirements implied by the transport schedule) are provided. Several versions of the proposed solving methods with different combinations of the priority rules are tested in two case studies. The first is very similar to the case study presented in [41] and is solved by the integrated approach with three criteria (i.e., minimum summed lateness, minimum flow time, and minimum multiple cost). Due to its structure, the second problem, an adapted version of the problem treated in [27], is tested by the sequential approach only. This study comprises a single-product, single-stage facility problem, in which the finished product has to be delivered to ten destinations by two homogeneous vehicles. The results have also been compared to those achieved by the approach used in [41]. The researchers have concluded that the application of the presented integrated algorithm leads to better performances in various aspects (e.g., material flow management).

Chen & Vairaktarakis [23] also approached a similar type of problem. In this case, the manufacturing system is composed of a production phase – stated as a single machine or a set of identical parallel machines – and a distribution phase – composed of one or multiple capacitated vehicles that deliver products to multiple (up to 160) clients geographically dispersed. Inspired by real-world applications such as adhesive chemicals manufacturing, a zero-inventory policy between the production and the distribution phases is stated. The objective function is composed of a weighted sum of the service level and the distribution cost. The customer service level is measured by the maximum delivery time or by the average delivery time. Those definitions – two manufacturing environments, two fleet specifications (single and multiple vehicles) and two different definitions of the objective functions – generate a set of eight different problems. Exact algorithms are stated for the following cases: single machine, one or multiple vehicles, minimizing average distribution time and total distribution costs; parallel machine, one vehicle, minimizing average distribution time and total distribution costs. The remaining problems are solved by heuristics proposed in the paper. A comparison of the solutions obtained by the integrated approach and sequential approaches for the problems is then performed. The authors realize that, for problems with an objective function composed of the average delivery time, the
integrated approach generates a gain of 5% on the fitness value. It is also realized that when the number of clients increases, this difference tends to increase. When analyzing problems that minimize the maximum delivery time, the gain is more than 5% for problems with more than three vehicles and where the weight factor of the objective function emphasizes the delivery time.

Armstrong et al. [2] consider an integrated problem composed of a single machine that produces a product with a limited lifespan. The production is delivered by a single capacitated vehicle under a fixed client delivery sequence subject to a time windows constraint. This problem is stated as NP-Hard. The authors present an MIP model, as well as a heuristic to determine a lower bound for the problem. Furthermore, a B&B procedure is presented to obtain the optimal value. According to the results presented by Armstrong et al., the time required to solve the 100 clients-problem using the B&B approach was significantly lower than the time required by a commercial solver to solve the MIP model: in the best case, the time of the B&B approach was close to 1.5% of the commercial solver time; in larger instances – e.g., with 50 customers – the MIP model could not be solved, but the B&B approach found the result in less than two minutes.

Li et al. [39], approach a single manufacturing facility with distribution accomplished by a set of one or infinite bounded capacity vehicles to a set of one or multiple clients. The goal is to minimize the total arrival time of the orders. The authors prove that this is an NP-Hard problem in the strong sense for the multiple clients case, and $O(n^2)$ for the single client case. To solve this problem, the authors derive a dynamic programming approach that shows a complexity of a polynomial function of the number of clients when the number of clients is greater than one, and with lower complexity if the vehicle is uncapacitated.

A similar problem is approached by Devapriya [26]. The author approaches two different sets of problems: a single plant problem (solved by three different heuristics) and a multi-plant problem (solved by five heuristics). Sets of 40, 60 and 80 clients are considered. When several production facilities are considered, the vehicle fleet of each facility is independent, and a vehicle is not allowed to visit more than one production site. The developed heuristics are based on the concept of first applying a routing algorithm and then a cluster algorithm.

Two different approaches for the transportation problem were used by Li & Vairaktarakis [38]. In their specific case, the production stage is represented as a 2-machine flowshop environment, that produces up to 80 orders. The distribution phase is carried by a third party carrier, with an unlimited number of vehicles. The orders are delivered to up to five different locations, where each location contains several customers. The objective is to minimize the sum of the client waiting costs and transportation costs. In this specific problem, the transportation is modelled as direct deliveries or as a milk-run. To solve those problems, the authors develop a polynomial-time approximation scheme for the problem. Further heuristics with guaranteed lower bounds are also developed.

A bi-objective planning of a single-machine production site and a capacitated vehicle transportation system is presented by Leung & Chen [37]. In their paper, the problem of minimiz-
ing maximum lateness is extended to determine an algorithm that allows one, given a minimum/maximum lateness, to obtain the minimum fleet size. Moreover, an algorithm to minimize the weighted sum of the maximum lateness and the number of used vehicles is presented. Although no numerical examples are presented, proofs of optimality and complexity of the proposed algorithm are discussed in the paper.

4 FINAL REMARKS AND POTENTIAL FOR FUTURE RESEARCH

The objective of this paper was to present a review of integrated production and distribution planning models which include routing decisions. In order to provide a structured and clear survey, the research results have been classified according to their decision level, into tactical and operational problems.

In conclusion, the integrated planning of production and distribution operations is critical in today’s business. In order to achieve optimal performance, mathematical optimization models might deliver decisive information if the functions are integrated and jointly planned. Such models of IPDS including routing aspects have gained an increasing research interest especially in the last few years. However, the research results show that a wide range of problems remain open for future research. Concerning the transportation part of the model, aspects such as delivery time windows, split deliveries or backhauls could be considered. With respect to the production part, the study of multi-machine and multi-product problems or combinations of tactical and operational problems is suggested. Apart from that, models including multiple production sites and stochastic assumptions need to be investigated to a larger extent. With regard to the solution approaches faster and more robust algorithms need to be developed to treat complex IPDS arising in real-world applications.
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