QUANTUM INSPIRED PARTICLE SWARM COMBINED WITH LIN-KERNIGHAN-HELSGAUN METHOD TO THE TRAVELING SALESMAN PROBLEM
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ABSTRACT. The Traveling Salesman Problem (TSP) is one of the most well-known and studied problems of Operations Research field, more specifically, in the Combinatorial Optimization field. As the TSP is a NP (Non-Deterministic Polynomial time)-hard problem, there are several heuristic methods which have been proposed for the past decades in the attempt to solve it the best possible way. The aim of this work is to introduce and to evaluate the performance of some approaches for achieving optimal solution considering some symmetrical and asymmetrical TSP instances, which were taken from the Traveling Salesman Problem Library (TSPLIB). The analyzed approaches were divided into three methods: (i) Lin-Kernighan-Helsgaun (LKH) algorithm; (ii) LKH with initial tour based on uniform distribution; and (iii) an hybrid proposal combining Particle Swarm Optimization (PSO) with quantum inspired behavior and LKH for local search procedure. The tested algorithms presented promising results in terms of computational cost and solution quality.
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1 INTRODUCTION

The Combinatorial Optimization problems are present in many situations of daily life. For this reason, and because of the difficulty in solving them, these problems have increasingly drawn the
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attention of many researches of various fields of knowledge who have made efforts to develop ever efficient algorithms that can be applied to such problems (Lawler et al., 1985).

Some of the examples of Combinatorial Optimization problems are: The Traveling Salesman Problem (TSP), the Knapsack Problem, the Minimum Set Cover problem, the Minimum Spanning Tree, the Steiner Tree problem and the Vehicle Routing problem (Lawler et al., 1985).

The TSP is defined as a set of cities and an objective function which involves the costs of travelling from one city to the other. The aim of the TSP is to find a route (tour, path, itinerary) through which the salesman would pass all the cities once single time, giving a minimum total distance. In other words, the aim of the TSP is to achieve a route that will form a Hamiltonian cycle (or circuit) of minimum total cost (Pop et al., 2012).

The Combinatorial Optimization problems are used as models in many real situations (Robati et al., 2012; Lourenço et al., 2001; Johnson & McGeoch, 1997; Mosheiov, 1994; Sosa et al., 2007; Silva et al., 2009; Steiner et al., 2000), both in simple objective versions as in multiple criteria versions (Ishibuchi & Murata, 1998; Jaszkiewicz, 2002). The Combinatorial optimization has led many researchers to pursue approximate solutions of good quality and even accept that they are considered insoluble in polynomial time.

On the other hand, many metaheuristic techniques have been developed and combined in order to solve such problems: Dong et al. (2012) combine both Genetic Algorithm (GA) and Ant Colony Optimization (ACO) together in a cooperative way to improve the performance of ACO for solving TSPs. The mutual information exchange between ACO and GA in the end of the current iteration ensures the selection of the best solutions for next iteration. In this way, this cooperative approach creates a better chance in reaching the global optimal solution because independent running of GA maintains a high level of diversity in next generation of solutions. Nagata & Soler (2012) present a new competitive GA to solve the asymmetric TSP. The algorithm has been checked on a set of 153 benchmark instances with known optimal solution and it outperforms the results obtained with previous ATSP (Asymmetric TSP) heuristic methods.

Sauer et al. (2008) used the following discrete Differential Evolution (DE) approaches for the TSP: i) DE approach without local search, ii) DE with local search based on Lin-Kernighan-Heuilsgaun (LKH) method, iii) DE with local search based on Variable Neighborhood Search (VNS) and together with LKH method. Numerical study was carried out using the TSPLIB of TSP test problems. The obtained results show that LKH method is the best method to reach optimal results for TSPLIB benchmarks but, for largest problems, the DE+VNS improve the quality of the obtained results.

Chen & Chien (2011a) make experiments using the 25 data sets from the TSPLIB (Traveling Salesman Problem Library) and compare the experimental results of the proposed method (Genetic Simulated Annealing and Colony Systems with Particle Swarm Optimization, PSO) with many other methods. The experimental results show that both the mean solution and the percentage deviation of the mean solution to the best known solution of the proposed method are better than those methods. Chen & Chien (2011b) present in another paper another new
method (Parallelized Genetic Ant Colony System) for solving the TSP. It consists of the GA with a new crossover operation and a hybrid mutation operation, and the ant colony systems with communication strategies. They also make an experiment with three classical data sets from the TSPLIB to test the performance of the proposed method, showing that it works very well. Robati et al., 2012, present an extension of PSO algorithm which is in conformity with actual nature is introduced for solving combinatorial optimization problems. Development of this algorithm is essentially based on balanced fuzzy sets theory. The balanced fuzzy PSO algorithm is used for TSP.

Albayrak & Allhverdi (2011) developed a new mutation operator to increase GA performance in finding the shortest distance in the TSP. The method (Greedy Sub Tour Mutation) was tested with simple GA mutation operator in 14 different TSP instances selected from TSPLIB. The new method gives much more effective results regarding the best and mean error values. Liu & Zeng (2009) proposed an improved GA with reinforcement mutation to solve the TSP. The essence of this method lies in the use of heterogeneous pairing selection instead of random pairing selection in EAX (edge assembly crossover) and in the construction of reinforcement mutation operator by modifying the Q-learning algorithm and applying it to those individual generated from modified EAX. The experimental results on instances in TSPLIB have shown that this new method could almost get optimal tour every time, in reasonable time.

Puris et al. (2010) show how the quality of the solutions of ACO is improved by using a Two-Stage approach. The performance of this new approach is studied in the TSP and Quadratic Assignment Problem. The experimental results show that the obtained solutions are improved in both problems using this approach. Misevičius et al. (2005) show the use of Iterated Tabu search (ITS) technique combined with intensification and diversification for solving the TSP. This technique is combined to the 5-opt and, the errors are basically null in most of the TSPLIB tested problems. Wang et al. (2007) presented the use of PSO for solving the TSP with the use of quantum principle in order to better guide the search for answers. The authors make comparisons with Hill Climbing, Simulated Annealing and Tabu search, and show an example in which the results of 14 cities are better this technique than with others.

However, on the other hand, during the last decade, the quantum computational theory had attracted serious attention due to their remarkable superiority in computational and mechanical aspects, which was demonstrated in Shor’s quantum factoring algorithm (Shor, 1994) and Grover’s database search algorithm (Grover, 1996). One of the recent developments in PSO is the application of quantum laws of mechanics to observe the behavior of PSO. Such PSO’s are called quantum PSO (QPSO).

In QPSO, the particles are considered to lie in a potential field. The position of each particle is depicted by using a wave function instead of position and velocity. Like PSO, QPSO is characterized by its simplicity and easy implementation. Besides, it has better search ability and fewer parameters to set when compared against PSO (Fang et al., 2010). A convergence analysis of QPSO is presented in Sun et al. (2012).
Comprehensively reviews of applications related to quantum algorithms and QPSO in the design and optimization of various problems in the engineering and computing fields have been presented in the recent literatures such as Fang et al. (2010) and Manju & Nigam (2014). Other recent and relevant optimization applications of the QPSO related to continuous optimization can be mentioned too, such as feature selection and spiking neural network optimization (Hamedl et al., 2012), image processing (Li et al., 2015), economic load dispatch (Hosseinnezhad et al., 2014), multicast routing (Sun et al., 2011), heat exchangers design (Mariani et al., 2012), inverse problems (Zhang et al., 2015), fuzzy system optimization (Lin et al., 2015), neuro-fuzzy design (Bagheri et al., 2014) and parameter estimation (Jau et al., 2013).

In terms of combinatorial optimization, this paper introduces a new hybrid optimization approach of Lin-Kernighan-Helsgaun technique (LKH) and quantum inspired particle swarm algorithm for solving some TSP symmetric and asymmetric instances of the TSPLIB.

The rest of this paper is organized as follows: section 2 introduces a brief history of the TSP, as well as some ways of solving it. Section 3 details the techniques approached in this paper: Lin-Kernighan (LK); Lin-Kernighan-Helsgaun (LKH); PSO and QPSO. In Section 4, the achieved results are tabulated with the implement of the approached techniques for the instances of the TSPLIB repository involving symmetric and asymmetric problems, and finally, section 5 presents the conclusions.

2 LITERATURE REVIEW

It is believed that one of the pioneer works about TSP was written by William Rowan Hamilton (Irish) and Thomas Penyngton Kirkman (British) in the XIX century based in a game in which the aim was to “travel” through 20 spots passing though only some specific connections allowed between the spots. Lawler et al. (1985) report that Hamilton was not the first one to introduce this problem, but his game helped him to promote it. The authors report yet that in modern days the first known mention to the TSP is attributed to Hassler Whitney, in 1934, in a work at Princeton University. Gradually, the amount of versions of the problem increased and some of them show peculiarities that make their resolution easier. In the TSP, a trivial strategy for achieving optimal solutions consists in evaluating all the feasible solutions and in choosing the one that minimizes the sum of weights. The “only” inconvenience in this strategy is in the combinatorial explosion.

For example, if a TSP with \( n \) cities connected in pairs, the number of feasible solutions is \((n - 1)!/2\).

The TSP can be represented as a permutation problem. Assuming \( P_n \) a collection of all permutations of the set \( A = \{1, 2, \ldots, n\} \), the aim for solving the TSP is to determine \( \Pi = (\Pi(1), \Pi(2), \ldots, \Pi(n)) \) in \( P_n \) so that

\[
\left( \sum_{i=1}^{n-1} d \left( c_{\Pi(i)}, c_{\Pi(i+1)} \right) \right) + d \left( c_{\Pi(1)}, c_{\Pi(n)} \right)
\]

will be minimized. For example, if \( n = 5 \) and \( \Pi = (3, 4, 1, 5, 2) \) then the corresponding route will be (3-4-1-5-2).
Mathematically the TSP is defined as a decision problem and not an optimization problem. Thus, the fundamental answer that must be given is whether there is or not a route with a minimum total distance. In such context, the decision problem can be modeled as follows. Given a finite set \( C = \{c_1, c_2, \ldots, c_m\} \) of cities in \( d(c_i, c_j) \in \mathbb{Z}^+ \) distance for each pair of cities \( c_i, c_j \in C \), and the total initial cost \( T \in \mathbb{Z}^+ \), where \( \mathbb{Z}^+ \) is the set of positive integers such as inequation (1) is met.

\[
\left( \sum_{i=1}^{m-1} d(c_{\Pi(i)}, c_{\Pi(i+1)}) \right) + d(c_{\Pi(m)}, c_{\Pi(1)}) \leq T \tag{1}
\]

According to Lawler et al. (1985), many techniques have been developed over the years in order to construct exact algorithms that would solve the TSP, such as Dynamic Programming, Brach-and-Bound and Cutting-plane methods (Papadimitriou & Steiglitz, 1982; Nemhauser & Wolsey, 1988; Hoffmann, 2000). However, the computational trimmings to solving large instances of exact algorithms are unfeasible/prohibitive.

Therefore, we use heuristic methods that are able, in a general way, to provide satisfactory responses to the TSPs. Initially, the researchers used techniques considered greedy or myopic for the development of such algorithms (Lawler et al., 1985), such as the Nearest neighbor method, the insertion method, methods for route improvement, such as \( k\)-opt (Laport, 1992) and Lin-Kernighan (LK) (Lin & Kernighan, 1973). It is necessary to emphasize that the LK method is a relatively old method, but it is still widely disseminated among the studies related to achieving promising solutions for the TSP since it is one of the most powerful and robust methods for that application.

A disadvantage of the heuristics lays in the difficulty of “escaping” from optimum places. This fact gave origin to another class of methodologies known as metaheuristics which have tools that allow the “escaping” from these optimum places in a way that the search can be done in more promising regions. The challenge is to produce, in minimal time, solutions that are as close as possible to the optimum solution.

It must be noted that in terms of metaheuristics, a promising approach is the Particle Swarm Optimization (PSO). The PSO algorithm was developed initially by Kennedy and Eberhart (Kennedy & Eberhart, 1995) based on the studies of the socio-biologist Edward Osborne Wilson (Wilson, 1971). The base of the development of the PSO algorithm is a hypothesis in which the exchange of information between beings of the same specie offers an evolutionary advantage.

Another recent approach is the use of concepts of Quantum mechanics (QM) (Pang, 2005) and also of Quantum Computation (QC) (Chung & Nielsen, 2000) in the design of optimization algorithms (Hogg & Portnov, 2000; Protopescu & Barhen, 2002; Coelho, 2008). The QM is a mathematical structure, or a set of rules, for the construction of physics theories. The QC was introduced by Benioff (1980) and Feynman (1982), and it is a research field in rapid growth in recent years. The concepts from QM (superposition of states; inference; delta potential energy and Schrödinger’s equation) and of the QC (quantum bits, or \textit{qu-bits}; quantum gates and parallel processing) have been explored for the creation of new methods or even for the enhancement of the efficiency of the existing optimization methods.
The quantum world is inexplicable in terms of the classical mechanics. The previsions from the interactions of matter and light in Newton’s law for particle movement, and the equations of Maxwell that control the propagation of electromagnetic fields are contradictory in experiments performed in microscopic scale. Obviously, there must be a limit line of the size of the objects so that their behavior fit in classical mechanics or in QM. In this limit line, there are objects that are approximately 100 times bigger than a hydrogen atom. The objects that are smaller than that have their behaviors described in QM, and the objects that are bigger are described by the Newtonian mechanics.

The QM is a remarkable theory. There seems to be no real doubt that much of that in physics and all in chemistry would be deductible from its postulates or laws. QM has answered many questions correctly and given a deeper view of natural processes, and it is willing to contribute even more. It is a wide theory on which is based much of our knowledge about mechanics and radiation. It is a relatively recent theory. In 1900, the matter mechanics, based on Newton’s law of motion, had resisted changes for centuries. In the same way, the ondulatory theory of light, based in the electromagnetic theory, resisted with no challenges (Pohl, 1971).

It is true that QM has not yet presented a consistent description of elementary particles and of iteration fields; however the theory is already completed to be used in experiments with atoms, molecules, nuclei, radiations and solids. As a result of the expansive growth of this theory in the half of XX century, we can see its great progress in this century (Merzbacher, 1961).

The Wave Function is a mathematical tool of the quantum mechanics used to describe a physical system. It is a complex function that completely describes the state of a particle \( \Psi(x, t) \). Its quadratic module is the density of probability, which is the probability of the particle to be discovered, given by equation (2) where

\[
|\Psi(x, t)|^2 \, dx = \Psi^* (x, t) \Psi(x, t) \, dx
\]

Most of the Physics theories are based on fundamental equations. For example, Newton mechanics is based on \( F = ma \), classical electrodynamics is based on the equation of Maxwell, and the general relativity theory is based on Einstein’s equation \( G_{uv} = -8\pi GT_{uv} \). The fundamental equation of quantum mechanics is the equation of Schrödinger (Rydnik, 1979; Shankar, 1994). It is possible to write Schrödinger’s equation for a \( m \) mass particle moving in a \( U \) potential in only one \( x \) dimension, as equation (3), where \( \Psi \) represents the wave function.

\[
-\frac{\hbar^2}{2m} \frac{\partial^2 \psi}{\partial x^2} + U\psi = i\hbar \frac{\partial \psi}{\partial t}
\]

3 APPROACHED TECHNIQUES AND FUNDAMENTALS

In this section we introduce the fundaments of the procedures of the heuristics and metaheuristics approached in this paper for solving the TSP, more specifically, Lin-Kernighan (LK); Lin-Kernighan-Helsgaun (LKH) and Quantum Particle Swarm Optimization (QPSO).
3.1 Lin-Kernighan Heuristic (L.K)

An important set of heuristics developed for the TSP is made of the $k$-opt exchanges. In general, these are algorithms that starting from an initial feasible solution for the TSP transposes $\lambda$ arcs that are in the circuit for another $\lambda$ arcs outside it, keeping in mind the reduction of the total cost of the circuit at each exchange.

The first exchange mechanism known as 2-opt was introduced by Croes (1958). In this mechanism a solution is generated through the removal of two arcs, resulting in two paths. One of the paths is inverted and then reconnected in order to form a new route. This new solution then becomes the current solution and the process is repeated until it is not possible to perform a new exchange of two arcs, with gain. Shen Lin (1965) proposes a wider neighborhood when considering all the possible solutions with the exchange of three arcs, the $3$-opt. Lin & Kernighan (1973) propose an algorithm in which the number of arcs exchanged in each step is variable. The arc exchanges ($k$-opt) are performed according to a criterion of gain that restricts the size of the searched neighborhood.

The LK heuristic is considered to be one of the most efficient methods in generating optimal or near-optimum solutions for the symmetric TSP. However, the design and the implementation of an algorithm based on this heuristic are not trivial. There are many decisions that must be made and most of them greatly influence in its performance. The number of operations to test all the exchanged $\lambda$ increases rapidly as the number of cities increases.

In a simple implementation, the algorithm used to test the $k$-exchanges has the complexity of $O(n^k)$. As a consequence, the values $k = 2$ and $k = 3$ are the ones used the most. In Christofides & Elion (1972), we see $k = 4$ and $k = 5$ been used. An inconvenience of this algorithm is that $\lambda$ must be detailed in the beginning of the execution. And it is hard to know which value must be used for $\lambda$ in order to obtain the best cost-benefit between the time of implement and the quality of solution.

Lin & Kernighan (1973) removed this inconvenience of the $k-opt$ algorithm by introducing the $k$-opt variable. This algorithm can vary the value of $\lambda$ during the implement, deciding at each iteration which value $\lambda$ must assume. At each iteration, the algorithm searches through increasing values of $\lambda$, which variation makes up the shortest route. Given a number of exchanges $r$, a series of tests are performed in order to verify when $r + 1$ exchange must be considered. This happens up to the point that some stop condition is met.

At each step the algorithm considers an increasing number of possible exchanges, starting in $r = 2$. These exchanges are chosen in a way that the viability of the route can be achieved in any stage of the process. If the search for a shorter route is successful then the previous route is discarded and replaced by the new route.

The LK algorithm belongs to the class of algorithms known as Local Optimization Algorithms (Johnson, 1990; Johnson & Mcgeoh, 1997). Basically, the LK algorithm consists of the following steps:
(i) Generate a random starting tour $T$.

(ii) Set $G^* = 0$. ($G^*$ represents the best improvement made so far). Choose any node $t_1$ and let $x_1$ be one of the adjacent arcs of $T$ to $t_1$. Let $i = 1$.

(iii) From the other endpoint $t_2$ of $x_1$, choose $y_1$ to $t_3$ with $g_1 = |x_1| - |y_1| > 0$. If no such $y_1$ exists, go to (vi)(d).

(iv) Let $i = i + 1$. Choose $x_i$ (which currently joins $t_{2i-1}$ to $t_{2i}$) and $y_i$ as follows:

(a) $x_i$ is chosen so that, if $t_{2i}$ is joined to $t_1$, the resulting configuration is a tour;

(b) $y_i$ is some available arc at the endpoint $t_{2i}$ shared with $x_i$, subject to (c), (d) and (e).

If no such $y_i$ exists, go to (v);

(c) In order to guarantee that the $x$’s and $y$’s are disjoint, $x_i$ cannot be an arc previously joined (i.e., a $y_j$ with $j < i$), and similarly $y_i$ cannot be an arc previously broken;

(d) $G_i = \sum_{j=1}^{i} g_j = \sum_{j=1}^{i} (|x_j| - |y_j|) > 0$ (Gain criterion);

(e) In order to ensure that the feasibility criterion of (a) can be satisfied at $(i + 1)$, the $y_i$ chosen must let the breaking of an $x_{i+1}$;

(f) Before $y_i$ is constructed, we have to verify if closing up by join $t_{2i}$ to $t_1$ will give a gain value better than the best seen previously. Let $y_i^*$ be an arc connecting $t_{2i}$ to $t_1$, and let $g_i^* = |y_i^*| - |x_i|$. If $G_{i-1} + g_i^* > G^*$, set $G^* = G_{i-1} + g_i^*$ and let $k = i$.

(v) Terminate the construction of $x_i$ and $y_i$ in steps (ii) to (iv) when either no further arcs satisfying criteria (iv)(c) to (iv)(e), or when $G_i \leq G^*$ (stopping criterion). If $G^* > 0$, take the tour $T'$, make $f(T') = f(T) - G^*$ and $T \leftarrow T'$ and go to step (ii).

(vi) If $G^* = 0$, a limited backtracking is involved, as follows:

(a) Repeat steps (iv) and (v), choosing $y_2$’s in order of increasing length, as long as they satisfy the gain criterion $g_1 + g_2 > 0$;

(b) If all choices of $y_2$ in step (iv)(b) are exhausted without gain, go to step (iv)(a) and choose another $x_2$;

(c) If this also fails, go to step (iii), where the $y_i$’s are examined in order of increasing length;

(d) If the $y_i$’s are also exhausted without gain, we try an alternate $x_1$ in step (ii);

(e) If this also fails, a new $t_1$ is selected and we repeat step (ii).

(vii) The procedure terminates when all $n$ values of $t_1$ have been examined without gain.

In general, the LK algorithm is part of an circuit $T$ and of an initial vehicle $t_1$. In step $i$ an exchange happens through the following sequence: arc $(t_1, t_{2i})$ is removed and arc $(t_{2i}, t_{2i+1})$ is added; arc $(t_{2i+1}, t_{2i+2})$ is chosen to be removed if with its removal and with the addition of arc $(t_{2i+2}, t_1)$ a circuit is formed. Arc $(t_{2i+2}, t_1)$ is removed if and when step $i + 1$ is executed.
The number of insertions and removals in the search process is limited by the gain criterion of LK. Basically, this criterion limits the sequence of the exchanges to those that result in positive gains (route size reduction) at each step of the sequence; at first, sequences in which the exchanges result in positive gain and others in negative gains are not taken into account, but instead, those in which the total gain is positive.

Another mechanism in this algorithm is the analysis of alternative solutions every time a new solution with zero gain is generated (step (vi)). This is done by choosing new arcs for the exchange.

3.2 Lin-Kernighan Heuristic (LKH)

Keld Helsgaun (2000) revises the original Lin-Kernighan algorithm and proposes and develops modifications that improve its performance. Efficiency is increased, firstly, by revising the heuristic rules of Lin & Kernighan in order to restrict and direct the search. Despite the natural appearance of these rules, a critical analysis will show that they have considerable deficiencies.

By analyzing the rules of the LK algorithm that are used for refining the search, Helsgaun (2000) not only saved computational time but also identified a problem that could lead the algorithm to find poor solutions for greater problems. One of the rules proposed by Lin & Kernighan (Lin & Kernighan, 1973) limits the search refining it to embrace only the closest five neighbors. In this case, if a neighbor that would provide the optimum result is not one of these five neighbors the search will not lead to an optimal result. Helsgaun (2000) uses as an example the at532 problem of the TSPLIB, by Padberg & Rinaldi (1987) in which the best neighbor is only found on the 22nd search.

Considering that fact, Helsgaun (2000) introduces a proximity measure that better reflects the possibility of getting an edge that is part of the optimum course. This measure is called $\alpha$-nearness, it is based on the sensibility analysis using a minimum spanning tree 1-trees. At least two small changes are performed in the basic motion in the general scheme. First, in a special case, the first motion of a sequence must be a 4-opt sequential motion; the following motion must be the 2-opt motion. In second place, the non-sequential 4-opt motion are tested when the course cannot be improved by sequential motion.

Moreover, the modified LKH algorithm revises the basic structure of the search in other points. The first and most important point is the change of the basic 4-opt motion to a sequential 5-opt motion. Besides this one, computational experiences show that the backtracking is not so necessary in this algorithm and its removal reduces the execution time; it does not compromises the final performance of the algorithm and it extremely simplifies the execution.

Regarding the initial course, the LK algorithm performs edge exchanges many times in the same problem using different initial courses. The experiences with many execution of the LKH algorithm show that the quality of the final solutions does not depend that much on the initial solutions. However, the significant reduction in time can be achieved, as for example, by choosing initial solutions that are closer to optimum through constructive heuristics. Thus, Helsgaun also introduces in his work a simple heuristic that was used in the construction of initial solutions in his version of the LK (Lawler et al., 1985).
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On the other hand, Nguyen et al. (2006) affirms that the use of the 5-opt movement as a basic motion greatly increases the necessary computational time, although the solutions that are found are of really good quality. Besides that, the consumption of memory and necessary time for the pre-processing of the LKH algorithm are very high when compared to other implementations of LK.

3.3 QPSO (Quantum Particle Swarm Optimization)

The Particle Swarm Optimization (PSO) algorithm introduced in 1995 by James Kennedy & Russel Eberhart is based on bird’s collective behaviors (Kennedy & Eberhart, 1995). The PSO algorithm is a technique of collective intelligence based in a population of solutions and random transitions. The PSO algorithm has similar characteristics to the ones of the evolutionary computation which are based on a population of solutions. However, the PSO is motivated by the simulation of social behavior and cooperation between agents instead of the survival of the individual that is more adaptable as it is in the evolutionary algorithms. In the PSO algorithm, each candidate solution (named particle) is associated to a velocity vector. The velocity vector is adjusted through an updating equation which considers the experience of the corresponding particle and the experience of the other particles in the population.

The PSO algorithm concept consists in changing the velocity of each particle in direction to the \( p_{best} \) (personal best) and \( g_{best} \) (global best) localization at each interactive step. The velocity of the search procedure is weighted by a term that is randomly generated, and that is separately linked to the localizations of the \( p_{best} \) and of the \( g_{best} \). The procedure for implementation of the algorithm PSO is regulated by the following steps (Herrera & Coelho, 2006; Coelho & Herrera, 2006; Coelho, 2008):

(i) Initiate randomly and with uniform distribution a particle population (matrix) with positions and speed in an space of \( n \) dimensional problem;

(ii) For each particle evaluate the aptitude function (objective function to be minimized, in this case, the TSP optimization);

(iii) Compare the evaluation of the aptitude function of the particle with the \( p_{best} \) of the particle. If the current value is better than \( p_{best} \), then the \( p_{best} \) value becomes equal to the value of the particle aptitude, and the localization of the \( p_{best} \) becomes equal to the current localization in \( n \) dimensional space;

(iv) Compare the evaluation of the aptitude function with the population best previous aptitude value. If the current value is better than the \( g_{best} \), update the \( g_{best} \) value for the index and the current particle value;

(v) Modify speed and position of the particle according to the equations (4) and (5), respectively, where \( \Delta t \) is equal to 1.

\[
\begin{align*}
v_i(t + 1) &= w \cdot v_i(t) + c_1 \cdot u_d \cdot [p_{i}(t) - x_i(t)] + c_2 \cdot U_d \cdot [p_{g}(t) - x_i(t)] \quad (4) \\
x_i(t + 1) &= x_i(t) + \Delta t \cdot v_i(t + 1) \quad (5)
\end{align*}
\]
(vi) Go to step (ii) until a stop criterion is met (usually a value of error pre-defined or a maximum number of iterations).

We use the following notations: \( t \) is the iteration (generation), \( x_i = [x_{i1}, x_{i2}, \ldots, x_{ia}]^T \) stores the position of the \( i \)-th particle, \( v_i = [v_{i1}, v_{i2}, \ldots, v_{ia}]^T \) stores the velocity of the \( i \)-th particle and \( p_i = [p_{i1}, p_{i2}, \ldots, p_{ia}]^T \) represents the position of the best fitness value of the \( i \)-th particle. The index \( g \) represents the index of the best particle among all particles of the group. The variable \( w \) is the weight of inertia; \( c_1 \) and \( c_2 \) are positive constants; \( u_d \) and \( U_d \) are two functions for the generation of random numbers with uniform distribution in the intervals \([0, 1]\), respectively. The size of the population is selected according to the problem.

The particle velocities in each dimension are limited to a maximum value of velocity, \( V_{\text{max}} \). The \( V_{\text{max}} \) is important because it determines the resolution in which the regions that are near the current solutions are searched. If \( V_{\text{max}} \) is high, the PSO algorithm makes the global search easy, while a small \( V_{\text{max}} \) value emphasizes the local search. The first term of equation (4) represents the term of the particle moment, where the weight of the inertia \( w \) represents the degree of the moment of the particle. The second term consist in the “cognitive” part, which represents the independent “knowledge” of the particle, and the third term consist in the “social” that represents cooperation among particles.

The constants \( c_1 \) and \( c_2 \) represent the weight of the “cognition” and “social” parts, respectively, and they influence each particle directing them to the \( p_{\text{best}} \) and the \( g_{\text{best}} \). These parameters are usually adjusted by trial-and-error heuristics.

The Quantum PSO (QPSO) algorithm allows the particles to move following the rules defined by the quantum mechanics instead of the classical Newtonian random movement (Sun et al., 2004a, 2004b). In the quantum model of the PSO, the state of each particle is represented by a wave function \( \Psi(\bar{x}, t) \) instead of the velocity position as it is in the conventional model. The dynamic behavior of the particle is widely divergent of the PSO traditional behavior, where exact values and velocities and positions cannot be determined simultaneously. It is possible to learn the probability of a particle to be in a certain position through the probability of its density function \( |\Psi(\bar{x}, t)|^2 \) which depends on the potential field in which the particle is.

In Sun et al. (2004a) and Sung et al. (2004b), the wave function of the particle can be defined by equation (6) where

\[
\Psi(x) = \frac{1}{\sqrt{L}} e^{\frac{-i}{L} \bar{x}^2} \tag{6}
\]

and the density of probability is given by the following expression (7).

\[
Q(x) = |\Psi(x)|^2 = \frac{1}{L} e^{-2\frac{\bar{x}^2}{L}} \tag{7}
\]

The \( L \) parameter depends on the intensity of energy in the potential field, which defines the scope of search of the particle and can be called the Creativity or Imagination of the particle (Sun et al., 2004b).
In the quantum inspired PSO model, the search space and the solution space is different in quality. The wave function or the probability function describes the state of the particle in a quantum search space, and it does not provide any information of the position of the particle, what is mandatory to calculate the cost function.

In this context the transformation of a state among these two spaces is essential. Concerning the quantum mechanics, the transformation of a quantum state to a classical state defined in the conventional mechanics is known as collapse. In nature, this is the measure of the position of the particle. The differences between the conventional PSO model and the quantum inspired model are shown in Figure 1 (Sun et al., 2004b).

Due to the quantum nature of the equations, the admeasurements using conventional computers must use the Monte Carlo stochastic simulation method (MMC). The particle position can be defined by equation (8).

\[
x(t) = p \pm \frac{L}{2} \ln \left( \frac{1}{n} \right).
\] (8)

In Sun et al. (2004a) the \( L \) parameter is calculated as in (9) where:

\[
L(t + 1) = 2 \cdot \alpha \cdot \| p - x(t) \|.
\] (9)

The QPSO interactive equation is defined as

\[
x(t + 1) = p \pm \alpha \cdot \| p - x(t) \| \cdot \ln \left( \frac{1}{u} \right), \quad \text{with} \ u = \text{rand} (0, 1)
\] (10)

that substitutes equation (5) of the conventional PSO algorithm model. Concerning knowledge evolution of a social organism, there are two types of thoughts related to the way individuals in a population acquire knowledge. The first one is through the \( p_{best} \), the best value found by the individual, and the second it the \( g_{best} \), the best solution found by the swarm (population). Each particle does the search in the direction of the current position of the individual to the \( p \) point that is located between the \( p_{best} \) and the \( g_{best} \). The \( p \) point is known as LIP (Learning Inclination Point) of the individual. The learning tendency of each individual leads their search to their LIP neighborhood, which is determined by the \( p_{best} \) and the \( g_{best} \). The coefficient \( \alpha \) is called Contraction-Expansion term, which can be tuned to control the convergence speed of the algorithms.
In the QPSO algorithm, each particle records its \( p_{best} \) and compares it to all the other particles of the population in order to get the \( g_{best} \) at each iteration. In order to execute the next step, the \( L \) parameter is calculated. The \( L \) parameter is considered to be the Creativity or Imagination of the particle, and therefore it is characterized as the scope of search of the knowledge of the particle. The greater the value of \( L \), the easier the particle acquires new knowledge. In the QPSO the Creativity factor of the particle is calculated as the difference between the current position of the particle and its LIP, as shown in equation (9).

In Shi & Eberhart (1999), the position of the best mean (\( m_{best} \)) is introduced to the PSO, and in Sun et al. (2005a) in the QPSO, the \( m_{best} \) is defined as the mean of the \( p_{best} \) of all the particles in the swarm (population), given by expression (11).

\[
m_{best} = \frac{1}{M} \sum_{i=1}^{M} p_i = \left( \frac{1}{M} \sum_{i=1}^{M} p_{1i}, \frac{1}{M} \sum_{i=1}^{M} p_{2i}, \ldots, \frac{1}{M} \sum_{i=1}^{M} p_{di} \right)
\]

(11)

where \( M \) is the size of the population and \( p_i \) is the \( p_{best} \) of \( i \)th particle. Thus, equations (9) and (10) can be redefined as (12) and (13), respectively.

\[
L(t + 1) = 2 \cdot \alpha \cdot \| m_{best} - x(t) \|
\]

(12)

\[
x(t + 1) = P \pm \alpha \cdot \| m_{best} - x(t) \| \cdot \ln \left( \frac{1}{u} \right), \quad \text{with } u = \text{rand} (0, 1)
\]

(13)

The pseudocode for the QPSO algorithm is described in the following Algorithm 1.

The quantum model of the QPSO shows some advantages in relation to the traditional model. Some peculiarities of the QPSO according to Sun et al. (2004a) can be cited. They are the following: quantum systems are complex systems and nonlinear based on the Principle of Superposition of States, in other words, the quantum models have a lot more states than the conventional model; quantum systems are uncertain systems, thus they are very different from the stochastic classical system. Before measurement the particle can be in any state with certain probability and no predetermined final course.

The QPSO algorithm approached up to this point works for continuous problems and not for discrete ones, as the TSP. Some alterations must be implemented in order for this algorithm to be used with discrete problems.

Considerer an initial \( M \) population of size four and dimension four represented by the following matrix:

\[
M = \begin{bmatrix}
1.02 & 3.56 & -0.16 & 4.5 \\
1.14 & -0.10 & 5.27 & 1.65 \\
1.63 & 1.52 & 0.48 & -1.24 \\
1.99 & 0.97 & -1.82 & 2.24
\end{bmatrix}
\]

where each line of matrix \( M \) represents a possible solution for a continuous problem, for example, the minimization of the sphere function \( f(x) = \sum_{i=1}^{n} x_i^2 \). In order to know the \( g_{best} \) of
Algorithm 1 – QPSO Pseudocode.

Initial Population: Random $s_i$

Do

For $i = 1$ until population size $M$

If $f(s_i) < f(p_i)$ then $p_i = s_i$

$p_g = \min(p_i)$

Calculate $m_{best}$ using equation (11)

For $d = 1$ until dimension $D$

$f_{i1} = \text{rand}(0, 1)$, $f_{i2} = \text{rand}(0, 1)$

$p = \frac{f_{i1} \cdot p_{1d} + f_{i2} \cdot p_{2d}}{f_{i1} + f_{i2}}$

$u = \text{rand}(0, 1)$

If $\text{rand}(0, 1) > 0.5$

$x_{id} = p - \alpha \cdot |m_{bestd} - x_{id}| \cdot \ln \left( \frac{1}{u} \right)$

Else

$x_{id} = p + \alpha \cdot |m_{bestd} - x_{id}| \cdot \ln \left( \frac{1}{u} \right)$

Until stopping criterion is met

this initial population, one must calculate the $p_{best}$ of each particle (line) and then verify which is the smallest one. In other words, the particle that shows the smaller $p_{best}$ also has the smaller $g_{best}$. One must note that depending on the cost function associated to the problem the dimension of the population can be fixed, or, as in the above example, varied. The QPSO can be applied in this case.

Now we have the following context for the TSP. Once matrix $M$ is generated by a uniform distribution, the question is, how can we calculate the objective function associated to the TSP, defined in equation (1), once the cities (vertices of the graph) are numbers that belong to the positive integers?

As a solution we must discretize the continuous values of matrix $M$ in order to calculate the objective or cost function. Matrix $M$ is not modified and its values persist in the execution of the algorithm of the QSPO. The discretization is performed only at the moment the objective function is calculated (Eq. (1)) for a determined solution. Thus, each line of matrix $M$, a possible solution for problems with four cities, must be discretized.

Therefore, the following rule is used: the lower value of the line will represent the first city; the second lower value, the second city, and so on. This type of approach has been proposed in the literature in Tasgeriten & Liang (2003). Some works about the application of PSO approaches for combinatory problems have been introduced in recent literature, such as Wang et al., 2003;
Pang et al., 2004a; Pang et al., 2004b; Machado & Lopes, 2005; Lopes & Coelho, 2005, but none of them using QPSO.

Thus, for the first line of matrix $M$ we have:

\[
\begin{bmatrix}
1.02 & 3.56 & -0.16 & 4.5
\end{bmatrix} \Rightarrow \begin{bmatrix}
2 & 3 & 1 & 4
\end{bmatrix}
\]

where $\begin{bmatrix} 2 & 3 & 1 & 4 \end{bmatrix}$ represent a solution for the TSP of four cities. The total discretized matrix $M$ is shown below:

\[
M = \begin{bmatrix}
1.02 & 3.56 & -0.16 & 4.5 \\
1.14 & -0.10 & 5.27 & 1.65 \\
1.63 & 1.52 & 0.48 & -1.24 \\
1.99 & 0.97 & -1.82 & 2.24
\end{bmatrix} \Rightarrow M_{\text{discrete}} = \begin{bmatrix}
2 & 3 & 1 & 4 \\
2 & 1 & 4 & 3 \\
4 & 3 & 2 & 1 \\
3 & 2 & 1 & 4
\end{bmatrix}
\]

tour(1)
tour(2)
\]

In this case, there is an evident problem that derives of the use of this simple approach which is clear when there are repeated values in matrix $M$. In greater problems (many cities) it is possible that some repeated columns may exist in a certain line of matrix $M$; for example, if the last line of matrix $M$ given by $[1.99; 1.82; 2.24; 1.99]$ will be transformed to $[2; 1; 4; 3]$. In this case, the 1st number 1.99 (1st position) has priority in relation to the 2nd number 1.99 (4th position) due the minor position in the last line of matrix $M$.

This fact becomes normal with instances of the TSP with a number of increased cities. The duplicate of the values may not affect the TSP that has an increased number of cities. The duplicate of values may not affect the execution of some discrete problems of the CO, however, in the case of the TSP, repeated vertices in the solution are not allowed.

In order to solve this problem the algorithm represented by the pseudocode in the following Algorithm 2 is used.

4 COMPUTATIONAL IMPLEMENTATION AND ANALYSIS OF RESULTS

In this section we present the results from the experiments using the heuristics of LKH enhancement and the metaheuristic QPSO previously discussed in section 3 and also a statistics analysis of the same.

The executed algorithms were applied to the instances of the repository TSPLIB. Small, medium and large sized instances were selected to test the optimization approaches selected for the TSP.

For each instance of the problem the algorithm was executed 30 times using different seeds in each of them. The execution form used was the following:

(i) QPSO generates a random initial population;

(ii) The best individual (tour) of this initial population is recorded in a archive of extension .ini (Used afterwards by the Rand+LKH);
(iii) QPSO is executed until it finds the best global for the population randomly generated;
(iv) The best global (tour) is recorded in an archive with extension .final;
(v) The LKH is executed using as the initial tour the archive (*.ini) (Rand+LK approach);
(vi) The LKH is executed using as the initial tour the archive (.final) (QPSO+LK Approach);
(vii) The LKH is executed with default parameters (pure LKH).

The size of the populations was fixed in 100 particles and the stop criterion was the optimum value mentioned in the TSPLIB for the approached problem. In the case of the QPSO without LKH, the stopping criterion was a fixed iterations number previously defined as 1000.

In QPSO, Contraction-Expansion Coefficient $\alpha$ is a vital parameter to the convergence of the individual particle in QPSO, and therefore exerts significant influence on convergence of the algorithm. Mathematically, there are many forms of convergence of stochastic process, and different forms of convergence have different conditions that the parameter must satisfy. An efficient method is linear-decreasing method that decreasing the value of $\alpha$ linearly as the algorithm is running. In this paper, $\alpha$ is adopted with value 1.0 at the beginning of the search to 0.5 at the end of the search for all optimization problems (Sun et al., 2005b).

4.1 Results for the Symmetric TSP

Table 1 shows the results for the algorithms: (i) QPSO+LKH, (ii) Rand+LKH, and (iii) LKH, for 10 test problems from the TSPLIB (Reinelt, 1994). The notation “%” was used in this table to represent how much a value for the test problem is distant from the optimum value in percentage.

Note by the results in Table 1 that for the problem swiss42 (Reinelt, 1994), the algorithms QPSO+LKH, Rand+LKH and LKH showed similar performance, including in the statistical analysis by obtaining the best value (optimum value) for the objective function of 1273. Regarding the problem Gr229, the algorithm Rand+LKH did not achieve the optimum value of 134,602, instead, 0.010% of this value. However, the QPSO+LKH and the LKH achieved optimum value. The LKH was in mean slightly superior to the QPSO+LKH.

For the problem pbc442 the QPSO+LKH was the fastest algorithm. However the three optimization approaches achieved optimum value for the objective function which is of 50,778. Based on the results of the simulation for the problem Gr666 showed in Table 1 note that the lower standard deviation was achieved by QPSO+LKH but the mean of the results of the objective function for the QPSO+LKH and LKH was identical.

As for the problem dsj1000, all the tested algorithms achieved optimum results. However, in terms of convergence, the LKH showed the best mean of results for the objective function. Concerning the problem pr1002, the optimization algorithms achieved optimum value for the TSP, but the Rand+LKH was the fastest algorithm. For the pcb1173, the Rand+LKH was the optimization approach with better mean of values achieved for objective function.
<table>
<thead>
<tr>
<th>Instance</th>
<th>Method</th>
<th>Minimum (%)</th>
<th>Mean (%)</th>
<th>Maximum (%)</th>
<th>Median (%)</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>swiss42</td>
<td>QPSO+LKH</td>
<td>1273.000</td>
<td>1273.000</td>
<td>1273.000</td>
<td>1273.000</td>
<td>0.000 ≈ 0</td>
</tr>
<tr>
<td>(1273)</td>
<td>Rand+LKH</td>
<td>1273.000</td>
<td>1273.000</td>
<td>1273.000</td>
<td>1273.000</td>
<td>0.000 ≈ 0</td>
</tr>
<tr>
<td>LKH</td>
<td></td>
<td>1273.000</td>
<td>1273.000</td>
<td>1273.000</td>
<td>1273.000</td>
<td>0.000 ≈ 0</td>
</tr>
<tr>
<td>Gr229</td>
<td>QPSO+LKH</td>
<td>134616.000</td>
<td>134616.000</td>
<td>134616.000</td>
<td>134616.000</td>
<td>0.000 ≈ 0</td>
</tr>
<tr>
<td>(134616)</td>
<td>Rand+LKH</td>
<td>134616.000</td>
<td>134616.000</td>
<td>134616.000</td>
<td>134616.000</td>
<td>0.000 ≈ 0</td>
</tr>
<tr>
<td>LKH</td>
<td></td>
<td>134616.000</td>
<td>134616.000</td>
<td>134616.000</td>
<td>134616.000</td>
<td>0.000 ≈ 0</td>
</tr>
<tr>
<td>pcb442</td>
<td>QPSO+LKH</td>
<td>50778.000</td>
<td>50778.000</td>
<td>50778.000</td>
<td>50778.000</td>
<td>0.000 ≈ 0</td>
</tr>
<tr>
<td>(50778)</td>
<td>Rand+LKH</td>
<td>50778.000</td>
<td>50778.000</td>
<td>50778.000</td>
<td>50778.000</td>
<td>0.000 ≈ 0</td>
</tr>
<tr>
<td>LKH</td>
<td></td>
<td>50778.000</td>
<td>50778.000</td>
<td>50778.000</td>
<td>50778.000</td>
<td>0.000 ≈ 0</td>
</tr>
<tr>
<td>Gr266</td>
<td>QPSO+LKH</td>
<td>294358.000</td>
<td>294426.833</td>
<td>294476.000</td>
<td>294476.000</td>
<td>6.700 0 15.9</td>
</tr>
<tr>
<td>(294358)</td>
<td>Rand+LKH</td>
<td>294358.000</td>
<td>294426.833</td>
<td>294476.000</td>
<td>294476.000</td>
<td>6.700 0 15.9</td>
</tr>
<tr>
<td>LKH</td>
<td></td>
<td>294358.000</td>
<td>294426.833</td>
<td>294476.000</td>
<td>294476.000</td>
<td>6.700 0 15.9</td>
</tr>
<tr>
<td>dsj1000</td>
<td>QPSO+LKH</td>
<td>18660188.000</td>
<td>18666030.933</td>
<td>18682099.120</td>
<td>18660188.000</td>
<td>994.0 0 25.26</td>
</tr>
<tr>
<td>(18659688)</td>
<td>Rand+LKH</td>
<td>18660188.000</td>
<td>18666030.933</td>
<td>18682099.120</td>
<td>18660188.000</td>
<td>994.0 0 25.26</td>
</tr>
<tr>
<td>LKH</td>
<td></td>
<td>18660188.000</td>
<td>18666030.933</td>
<td>18682099.120</td>
<td>18660188.000</td>
<td>994.0 0 25.26</td>
</tr>
<tr>
<td>Pr1002</td>
<td>QPSO+LKH</td>
<td>259045.000</td>
<td>259045.000</td>
<td>259045.000</td>
<td>259045.000</td>
<td>0.000 ≈ 0</td>
</tr>
<tr>
<td>(259045)</td>
<td>Rand+LKH</td>
<td>259045.000</td>
<td>259045.000</td>
<td>259045.000</td>
<td>259045.000</td>
<td>0.000 ≈ 0</td>
</tr>
<tr>
<td>LKH</td>
<td></td>
<td>259045.000</td>
<td>259045.000</td>
<td>259045.000</td>
<td>259045.000</td>
<td>0.000 ≈ 0</td>
</tr>
<tr>
<td>u1817</td>
<td>QPSO+LKH</td>
<td>57201.000</td>
<td>57236.900</td>
<td>57272.000</td>
<td>57272.000</td>
<td>17.330 117</td>
</tr>
<tr>
<td>(50201)</td>
<td>Rand+LKH</td>
<td>57201.000</td>
<td>57236.900</td>
<td>57272.000</td>
<td>57272.000</td>
<td>17.330 117</td>
</tr>
<tr>
<td>LKH</td>
<td></td>
<td>57201.000</td>
<td>57236.900</td>
<td>57272.000</td>
<td>57272.000</td>
<td>17.330 117</td>
</tr>
<tr>
<td>Fl3795</td>
<td>QPSO+LKH</td>
<td>28772.000</td>
<td>28772.000</td>
<td>28772.000</td>
<td>28772.000</td>
<td>11.830 1310.3</td>
</tr>
<tr>
<td>(28772)</td>
<td>Rand+LKH</td>
<td>28772.000</td>
<td>28772.000</td>
<td>28772.000</td>
<td>28772.000</td>
<td>11.830 1310.3</td>
</tr>
<tr>
<td>LKH</td>
<td></td>
<td>28772.000</td>
<td>28772.000</td>
<td>28772.000</td>
<td>28772.000</td>
<td>11.830 1310.3</td>
</tr>
</tbody>
</table>

Table 1 — Results of the optimization of the instances for the symmetric TSP.
For the problems d1291 and u1817, the LKH was the method with the best means, remembering that the QPSO+LKH achieved optimum value for at least 30 of the experiments. Note that the Rand+LKH achieved optimum for the d1291, but the best result is 0.042% to reach optimum for problem u1817.

For the large scale symmetric TSP tested in this paper, note that the QPSO+LKH was better and faster than the Rand+LKH and the LKH. Figure 2 shows the best route found for the test problem pcb1173.

![Figure 2](image-url) – Example of the best route found for the problem pcb1173.

4.2 Asymmetric Problems

Table 2 shows the results for the algorithms (i) QPSO+LKH, (ii) Rand+LKH and (iii) LKH for the four test problems of the asymmetric TSP of the TSPLIB. As in Table 1, Table 2 used the notation “%” in order to represent how much percent is the achieved value of the test problem distant from the optimum value.

Note that by the results on Table 2, all the algorithms achieved optimum value for the problems ftv38 and rg443, but, the LKH was the fastest. For ftv323, the Rand+LKH was the slowest among the tested algorithms.
Table 2 – Results of optimization of the instances for the asymmetric TSP.

<table>
<thead>
<tr>
<th>Instance (optimum)</th>
<th>Method</th>
<th>Minimum (%)</th>
<th>Mean (%)</th>
<th>Maximum (%)</th>
<th>Median (%)</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>ftv38</td>
<td>QPSO+LKH</td>
<td>1530</td>
<td>0.00</td>
<td>1532.00</td>
<td>0.13</td>
<td>1530.50</td>
</tr>
<tr>
<td>(1530)</td>
<td>Rand+LKH</td>
<td>1530</td>
<td>0.00</td>
<td>1532.00</td>
<td>0.13</td>
<td>1530.00</td>
</tr>
<tr>
<td>LKH</td>
<td>1530</td>
<td>0.00</td>
<td>1532.00</td>
<td>0.13</td>
<td>1530.00</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.90</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.1</td>
</tr>
<tr>
<td>ftv170</td>
<td>QPSO+LKH</td>
<td>2755</td>
<td>0.00</td>
<td>2755.00</td>
<td>0.00</td>
<td>2755.00</td>
</tr>
<tr>
<td>(2755)</td>
<td>Rand+LKH</td>
<td>2755</td>
<td>0.00</td>
<td>2755.00</td>
<td>0.00</td>
<td>2755.00</td>
</tr>
<tr>
<td>LKH</td>
<td>2755</td>
<td>0.00</td>
<td>2755.00</td>
<td>0.00</td>
<td>2755.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.76</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.1</td>
</tr>
<tr>
<td>rg323</td>
<td>QPSO+LKH</td>
<td>1326</td>
<td>0.00</td>
<td>1327.73</td>
<td>0.13</td>
<td>1328.00</td>
</tr>
<tr>
<td>(1326)</td>
<td>Rand+LKH</td>
<td>1326</td>
<td>0.00</td>
<td>1327.73</td>
<td>0.13</td>
<td>1328.00</td>
</tr>
<tr>
<td>LKH</td>
<td>1326</td>
<td>0.00</td>
<td>1327.73</td>
<td>0.13</td>
<td>1328.00</td>
<td>0.15</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.70</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>29.1</td>
</tr>
<tr>
<td>rg443</td>
<td>QPSO+LKH</td>
<td>2720</td>
<td>0.00</td>
<td>2720.00</td>
<td>0.00</td>
<td>2720.00</td>
</tr>
<tr>
<td>(2720)</td>
<td>Rand+LKH</td>
<td>2720</td>
<td>0.00</td>
<td>2720.00</td>
<td>0.00</td>
<td>2720.00</td>
</tr>
<tr>
<td>LKH</td>
<td>2720</td>
<td>0.00</td>
<td>2720.00</td>
<td>0.00</td>
<td>2720.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>163</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>164</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>163</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>164</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>163</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>164</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.00</td>
</tr>
</tbody>
</table>

5 CONCLUSIONS AND FUTURE WORKS

The troubleshooting of the CO as, for example, the TSP, can be resolved by using recent approaches such as particle swarm concepts and quantum mechanics. The metaheuristic QPSO is an optimization method based on the simulation of the social interaction among individuals in a population. Each element in it moves in a hyperspace, attracted by positions (promising solutions).

The LK heuristic is considered one of the most efficient methods for generating optimum or near-optimum solutions for the symmetric TSP. However, the design and the execution of an algorithm based on this heuristic are not trivial. There are many possibilities for decision making and most of them have a significant influence on the performance (Helsgaun, 2000).

As the Lin-Kernighan heuristic, the QPSO metaheuristic shows many parameters of settings and implementations that directly affects the performance of the proposed algorithm. The algorithm shows promising results for the greater instances \((n > 1000)\), range in which the LKH does not produces such efficient results, even though it did not show satisfactory results for small instances of the problem \((n < 1000)\) (Nguyen et al., 2007).

New investigations can be done by varying the parameters of the QPSO algorithm and so adapting them to each of the instances to be tested. The size of the population, number of iterations and obviously, the LIP can vary. This probably would lead to an improvement of the performance since each problem, even if the objective function is the same, show variations of behavior. There might be, for example, instances where clustering works well, as it is in the case of the algorithm proposed by Neto (1999).
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