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ABSTRACT. In this paper, we propose a distribution that describes a specific system. The system has a heavy traffic, a fast service and the service rate depends on state of the system. This distribution we call the Maximum-Conway-Maxwell-Poisson-exponential distribution, denoted by MAXCOMPE distribution. The MAXCOMPE distribution is obtained by compound distributions in which we use the zero truncated Conway-Maxwell-Poisson distribution and the exponential distribution. This distribution has adjustment mechanism in order to re-establish the equilibrium of the system when the traffic flow increases and that is described by variations of the pressure parameter. Because of this, the MAXCOMPE distribution contains sub-models, such as, the Maximum-geometric-exponential distribution, the Maximum-Poisson-exponential distribution and the Maximum-Bernoulli-exponential distribution. The properties of the proposed distribution are discussed, including formal proof of its density function and explicit algebraic formulas for their reliability function and moments. The parameter estimation is based on the usual maximum likelihood method. Simulated and real data are shown to illustrate the applicability of the model.
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1 INTRODUCTION

In this paper, the studied system is very specific. The system has a single-server, fast service and heavy traffic. Furthermore, the service rate depends on state of the system, that is, when the number of customers increases, the service rate increases. The arrivals of the customers in the system are attached to the service, in other words, when a service finishes, another customer arrives and he enters into service directly. Thus, the service time is the same as inter-arrival time. For this reason, this system has an adjustment mechanism in order to re-establish the equilibrium of the
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system and avoid congestion. The increase in service rate and the opening the new service channels are the adjustment mechanisms. Some examples of systems with this behavior are nonstop toll electronic, the traffic flow and the access on website.

We propose the Maximum-Conway-Maxwell-Poisson-exponential distribution, denoted by MAXCOMPE distribution to describe this system. Moreover, we are particularly interested on the maximum inter-arrival time or maximum service time. The methodology used to obtain this distribution is the compound distributions. We compose the zero truncated Conway-Maxwell-Poisson distribution and the exponential distribution.

The MAXCOMPE distribution contains sub-models that describe the variations of the system, such as, the Maximum-geometric-exponential distribution, denoted by MAXGE distribution, the Maximum-Poisson-exponential distribution, denoted by MAXPE distribution and Maximum-Bernoulli-exponential distribution, denoted by MAXBE distribution.

The compound distributions has been extensively studied. We mention the following articles: Barreto-Souza et al. (2011) introduced the Weibull-geometric distribution which generalizes the exponential-geometric distribution proposed by Adamidis et al. (2005) and Cancho et al. (2011) proposed the Poisson-exponential distribution with two-parameters, Cordeiro et al. (2012) introduced a new three parameters distribution called exponential-Conway-Maxwell Poisson distribution, denoted by ECOMP distribution.

We are interested in systems which the service rate depends on state of the system. We would like to mention some articles with that characteristic. Kimura (1991) provided two distributions with an approximation for the mean waiting time in a GI/G/s queue. This approximation are weighted combinations of the exact mean waiting time for the GI/M/s and M/D/S queues. Sharma & Sharma (1994) studied the delay dependent priority queueing discipline with non-preemptive priority classes and it obtained derived for the expected waiting time of a customer from the priority class. Morabito & de Lima (2000) applied queueing theory to analyze the problem of congestion in supermarket check-outs. Whitt (2003) studied how performance scales in the standard M/M/n queue in the presence of growing congestion-dependent customer demand and scaled the queue by letting the potential arrival rate be proportional to the number of servers. Jongbloed & Koole (2001) studied a call center as a queueing model with Poisson arrivals having an unknown varying arrival rate. Bekker et al. (2004) considered the types of queues M/G/1 and G/G/1 using the workload-dependent arrival and a service speed. Some studies can be found of a single server queue where the service time is dependent linearly and randomly on the waiting time such as in Boxma & Vlasiou (2007) and Whitt (1990). Iyer & Manjunath (2006) analyzed queueing models where the joint density of the inter-arrival time and the service time were described by a mixture of joint densities. Droguett & Mosleh (2007) presented a Bayesian framework for the evaluate of product time to failure at service from ALT with stress dependent spread where the time to failure follows a Weibull distribution. Marin et al. (2007) studied the airport security queueing system for server behavior dependent to the queue length and implication on security. Barth et al. (2010) evaluated the performance of call centers service with two levels of support and time-dependent mechanism. Bekker et al. (2011) studied a steady-state waiting time distribution where the service depends on the waiting time of the first customer in line.
This paper is organized as follows. In Section 2, the MAXCOMPE distribution and some of its properties are presented. The expressions for the density function and $r$-th moment of the MAXCOMPE distribution are described. In Section 3, we discuss maximum likelihood estimation. In Section 4, some numerical results with simulation and real data are showed. Conclusions are presented in Section 5.

2 THE MAXCOMPE DISTRIBUTION

In this section, we present the MAXCOMPE distribution. Consider the arrivals of the customers occur at random, inter-arrival times are exponentially distributed with mean $\lambda$, the service time is exponentially distributed and its mean is dependent on the system state, given by $\mu_m = m^\phi \mu$, where $\phi$ is pressure parameter which indicates the degree that the service rate is affected by the state of the system, $m$ is the number of customers in the system and $\mu$ is the service rate. The service discipline is considered to be first-in-first-out (FIFO).

When the pressure parameter assumes the values zero, $\phi = 0$, the system is not accelerated and an adjustment is not required, for $\phi = 1$ the service rate is proportional to the state of the queuing system and the service channels are open, for $\phi \to \infty$ the system is more accelerated and the service is very fast.

In Figure 1 we show the scheme of the system with the three variations of the pressure parameter.

![Figure 1 - The scheme of the System.](image-url)
Let $M$ be a random variable representing the number of customers in the system with a zero truncated COMP distribution (Cordeiro et al., 2012). Its probability mass function is expressed as

$$P(M = m) = \frac{1}{Z(\rho, \phi)} \rho^m (m!)^\phi, \quad m = 1, 2, \ldots$$

(1)

where $Z(\rho, \phi) = \sum_{j=0}^{\infty} \frac{\rho^j}{j!} \phi^{j-1}$ is a normalizing constant, $\rho > 0$ is the traffic intensity and $\phi \in [\infty, \infty]$ is the pressure parameter.

Furthermore, $\phi \in [-\infty, 1)$ the work is not accelerated and the service center. For $\phi \in (1, \infty]$ the work in the center is accelerated and some adjustments are needed. For $\phi = 0$, we have the geometric distribution. For $\phi = 1$, we have the Poisson distribution and for $\phi \to \infty$ we have the Bernoulli distribution.

Let $Y_i, \ i = 1, 2, \ldots$, be independent random variables denoting the inter-arrival times. The random variable $Y_i$ is exponentially distributed with parameter $\lambda > 0$ and its density function is given by

$$f_{Y_i}(y_i; \lambda) = \lambda e^{-\lambda y_i}, \quad y_i > 0.$$  

(2)

Consider the random variable $Y = \max(Y_1, \ldots, Y_M)$ that represents the maximum inter-arrival time or the maximum service time.

In the following proposition, we provide the distribution that describes the studied system.

**Proposition 1.** Consider $M, Y_1, Y_2, \ldots$ independent random variables defined above. The density function of the MAXCOMPE distribution is given by

$$f_Y(y; \theta) = \frac{1}{Z(\rho, \phi)} \rho^x e^{-\lambda y} \sum_{m=1}^{\infty} \frac{m (\rho (1 - e^{-\lambda y}))^{m-1}}{(m!)^\phi}.$$  

(3)

where $\theta = (\rho, \lambda, \phi)^T$ is the vector of parameters, $\lambda > 0$ is the arrival rate, $\rho < 1$ is the traffic intensity and $\phi \in (-\infty, \infty)$ is the pressure parameter.

**Proof.** The conditional density function of the $Y$ given $M = m$ is provided by

$$f_Y(y|M = m; \lambda) = m f_{Y_1}(y)(F_{Y_1}(y))^{m-1} = m \lambda e^{-\lambda y} (1 - e^{-\lambda y})^{m-1},$$

where $f_{Y_1}(\cdot)$ is the density function of the $Y_1$ and $F_{Y_1}(\cdot)$ is the probability function of the $Y_1$. Therefore, the density function of the MAXCOMPE distribution is given by

$$f_Y(y; \theta) = \sum_{m=1}^{\infty} P(M = m) f_Y(y|M = m; \lambda) = \frac{1}{Z(\rho, \phi)} \rho^x e^{-\lambda y} \sum_{m=1}^{\infty} \frac{m (\rho (1 - e^{-\lambda y}))^{m-1}}{(m!)^\phi}.$$  

This completes the proof. 
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The distribution function of the MAXCOMPE distribution is given by

\[ F_Y(y; \theta) = \frac{1}{Z(\rho, \phi) - 1} \sum_{m=1}^{\infty} \frac{\rho^m}{(m!)^\rho} \int_0^y \lambda e^{-\lambda u} (1 - e^{-\lambda u})^{m-1} du \]

\[ = \frac{1}{Z(\rho, \phi) - 1} \left[ \sum_{m=0}^{\infty} \frac{(\rho(1 - e^{-\lambda}))^m}{(m!)^\rho} - 1 \right] \]

\[ = Z(\rho(1 - e^{-\lambda}), \phi) - 1 \]

\[ = \frac{Z(\rho(1 - e^{-\lambda}), \phi)}{Z(\rho, \phi) - 1}, \] (4)

where \( Z(\rho(1 - e^{-\lambda}), \phi) = \sum_{m=0}^{\infty} \frac{(\rho(1 - e^{-\lambda}))^m}{(m!)^\rho} \).

The reliability function of the MAXCOMPE distribution is

\[ W_Y(y; \theta) = \frac{Z(\rho, \phi) - Z(\rho(1 - e^{-\lambda}), \phi)}{Z(\rho, \phi) - 1}. \] (5)

The \( r \)-th moment of \( Y \) is given by

\[ E(Y^r) = \frac{1}{Z(\rho, \phi) - 1} \sum_{m=1}^{\infty} \frac{m\rho^m}{(m!)^\rho} \left[ \int_0^\infty y^r \lambda e^{-\lambda y} (1 - e^{-\lambda y})^{m-1} dy \right] \]

\[ = \frac{1}{Z(\rho, \phi) - 1} \sum_{m=1}^{\infty} \frac{m\rho^m}{(m!)^\rho} \sum_{k=0}^{m-1} (-1)^k \binom{m-1}{k} \left[ \int_0^\infty y^r \lambda e^{-\lambda y} e^{-\lambda k y} dy \right] \]

\[ = \frac{\lambda^{-r} \Gamma(r+1)}{Z(\rho, \phi) - 1} \sum_{m=1}^{\infty} \frac{m\rho^m}{(m!)^\rho} \sum_{k=0}^{m-1} (-1)^k \binom{m-1}{k} \frac{1}{(1+k)^r} \]

\[ \times \left[ \int_0^\infty y^r (\lambda(1+k)) e^{-\lambda(1+k)y} dy \right] \]

\[ = \frac{\lambda^{-r} \Gamma(r+1)}{Z(\rho, \phi) - 1} \sum_{m=1}^{\infty} \frac{m\rho^m}{(m!)^\rho} \sum_{k=0}^{m-1} (-1)^k \binom{m-1}{k} \frac{1}{(1+k)^r}. \] (6)

The Equation (6) can be calculated numerically by truncation (Gradshteyn et al., 2007). The truncation of this sum is described in Appendix.

The MAXCOMPE distribution has sub-models that are presented via the corollaries below.

**Corollary 1.** When the pressure parameter \( \phi \) assumes the value zero, the MAXCOMPE distribution becomes the Maximum-geometric-exponential distribution, denoted by MAXGE distribution.

The density function of the MAXGE distribution is

\[ f_Y(y; \rho, \lambda) = \frac{\lambda e^{-\lambda y}(1 - \rho)}{1 - \rho(1 - e^{-\lambda y})^2}, \] (7)

where \( \lambda > 0 \) and \( \rho < 1 \).
In this case, the service rate is independent on state of the system.

The reliability function is given by

\[ W_Y(y; \rho, \lambda) = e^{-\lambda y} \frac{\rho}{(1 - \rho(1 - e^{-(\lambda y)^\phi}))}. \]  

The \( r \)-th moment of \( Y \) is given by

\[ E(Y^r) = (1 - \rho)\lambda^{-r} \Gamma(r + 1) \sum_{m=1}^{\infty} m \rho^m \sum_{k=0}^{m-1} (-1)^k \binom{m-1}{k} \frac{1}{(1 + k)^r}. \]  

Corollary 2. When the pressure parameter \( \phi \) assumes the value one, \( \phi = 1 \), the MAXCOMPE distribution becomes the Maximum-Poisson-exponential distribution, denoted by MAXPE distribution. The density function of the MAXPE distribution is given by

\[ f_Y(y; \rho, \lambda) = \frac{\rho e^{-\lambda y} + \rho(1 - e^{-(\lambda y)^\phi})}{(e^\rho - 1)}. \]

where \( \lambda > 0 \) and \( \rho > 0 \), in this case there is not restriction for \( \rho \).

The service rate is directly proportional to the state of the system. Furthermore, new service channels are opened.

The reliability function is given by

\[ W_Y(y; \rho, \lambda) = e^{-\lambda y} \frac{e^\rho - e^{(1 - e^{-(\lambda y)^\phi})}}{(e^\rho - 1)}. \]  

The \( r \)-th moment of \( Y \) is given by

\[ E(Y^r) = \frac{\lambda^{-r} \Gamma(r + 1) \sum_{m=1}^{\infty} m \rho^m \sum_{k=0}^{m-1} (-1)^k \binom{m-1}{k} \frac{1}{(1 + k)^r}}{\left(1 - \frac{1}{1 + \lambda y}\right)^r}. \]  

Corollary 3. When \( \phi \to \infty \), the MAXCOMPE distribution becomes the Maximum-Bernoulli-exponential distribution, denoted by MAXBE distribution. The density function of the MAXBE is given by

\[ f_Y(y; \lambda) = \lambda e^{-\lambda y}, \]  

where \( \lambda > 0 \).

The reliability function is given by

\[ W_Y(y; \lambda) = e^{-\lambda y}. \]
The $r$-th moment of $Y$ is given by

$$E(Y^r) = \lambda^{-r} \Gamma(r + 1).$$  

(15)

3 MAXIMUM LIKELIHOOD ESTIMATION

Let $y = (y_1, \ldots, y_n)$ be a random sample of $Y$ which it has the MAXCOMPE distribution with unknown parameter vector $\Theta = (\rho, \lambda, \phi)^T$. The log likelihood function for $\Theta$ is

$$\ell(\theta) = -n \log[Z(\rho, \phi) - 1] + n \log \lambda - \lambda \sum_{i=1}^{n} y_i + n \log \rho + \sum_{i=1}^{n} \log \left( \sum_{m=1}^{\infty} \frac{m(\rho(1 - e^{-\lambda y}))^{m-1}}{(m!)^\phi} \right).$$

(16)

The score function $U(\Theta) = (U_\rho, U_\lambda, U_\phi)^T$ has components

$$U_\rho = -\frac{n}{Z(\rho, \phi) - 1} \sum_{m=1}^{\infty} \frac{m \rho^{m-1}}{(m!)^\phi} + \frac{n}{\rho} + \sum_{i=1}^{n} \left( \sum_{m=1}^{\infty} \frac{m(\rho(1 - e^{-\lambda y}))^{m-1}}{(m!)^\phi} \right)^{-1} \times \sum_{m=1}^{\infty} \frac{m(m-1) \rho^{m-2}(1 - e^{-\lambda y})^{m-1}}{(m!)^\phi}.$$  

(17)

$$U_\lambda = \frac{n}{\lambda} - \sum_{i=1}^{n} y_i + \sum_{m=1}^{\infty} \left( \sum_{i=1}^{\infty} \frac{m(\rho(1 - e^{-\lambda y}))^{m-1}}{(m!)^\phi} \right)^{-1} \times \sum_{m=1}^{\infty} \frac{m(m-1) \rho^{m-2}(1 - e^{-\lambda y})^{m-2} y_i e^{-\lambda y}}{(m!)^\phi}. $$

(18)

$$U_\phi = \frac{n}{Z(\rho, \phi) - 1} \sum_{m=1}^{\infty} \frac{\rho^m \log(m!)}{(m!)^\phi} - \sum_{i=1}^{n} \left( \sum_{m=1}^{\infty} \frac{m(\rho(1 - e^{-\lambda y}))^{m-1}}{(m!)^\phi} \right)^{-1} \times \sum_{m=1}^{\infty} \frac{m(\rho(1 - e^{-\lambda y}))^{m-1} \log(m!)}{(m!)^\phi}. $$

(19)

The maximum likelihood estimates (MLEs) $\hat{\Theta}$ of $\Theta$ are obtained by solving the Equations $U(\Theta) = 0$. We use the numerical maximization by *optim* package in software R (Rigby & Stasinopoulos, 2005).

Under some regularity conditions, $\hat{\Theta}$ has asymptotic multivariate normal distribution with mean $\Theta$ and variance $I^{-1}(\Theta)$,

$$I(\Theta) = E \left( \frac{\partial^2 \ell}{\partial \Theta \partial \Theta^T} \right).$$

(20)

where $I(\Theta)$ is Fisher information matrix. Furthermore,

$$I(\Theta) = -\frac{\partial^2 \ell}{\partial \Theta \partial \Theta^T} \bigg|_{\Theta=\hat{\Theta}}$$
is the observed Fisher information matrix. This result can be used to construct confidence intervals for the parameters of the distribution.

The log likelihood function for the sub-models are shown below.

• The log likelihood function of the MAXGE distribution is given by
  \[ \ell(\rho, \lambda) = n \log(1 - \rho) + n \log \lambda - \lambda \sum_{i=1}^{n} y_i - 2 \sum_{i=1}^{n} \log(1 - \rho (1 - e^{-\lambda y_i})). \]  (21)
  
  The components of the score function are given by
  \[ U_{\rho} = -\frac{n}{(1 - \rho)} + 2 \sum_{i=1}^{n} \frac{(1 - e^{-\lambda y_i})}{(1 - \rho (1 - e^{-\lambda y_i}))}. \]  (22)
  \[ U_{\lambda} = \frac{n}{\lambda} - \sum_{i=1}^{n} y_i + 2 \rho \sum_{i=1}^{n} \frac{y_i e^{-\lambda y_i}}{(1 - \rho (1 - e^{-\lambda y_i}))}. \]  (23)

• The log likelihood function of the MAXPE distribution is
  \[ \ell(\rho, \lambda) = n \log \rho + n \log \lambda - \lambda \sum_{i=1}^{n} y_i + n \rho - \rho \sum_{i=1}^{n} e^{-\lambda y_i} - n \log(e^\rho - 1). \]  (24)
  
  The components of the score function are given by
  \[ U_{\rho} = \frac{n}{\rho} + n - \sum_{i=1}^{n} e^{-\lambda y_i} - \frac{ne^\rho}{(e^\rho - 1)}. \]  (25)
  \[ U_{\lambda} = \frac{n}{\lambda} - \sum_{i=1}^{n} y_i + \rho \sum_{i=1}^{n} y_i e^{-\lambda y_i}. \]  (26)

• The log likelihood function of the MAXBE distribution is
  \[ \ell(\lambda) = n \log \lambda - \lambda \sum_{i=1}^{n} y_i. \]  (27)
  
  The score function is
  \[ U_{\lambda} = \frac{n}{\lambda} - \sum_{i=1}^{n} y_i. \]  (28)

4 NUMERICAL RESULTS

In this section, we present simulated data using a program made in the software R (see Appendix) and two real data.
4.1 Simulation

The studied system was simulated by $M/M/1$ model. This model can be applied to provide approximate of other models (Whitt, 1989). We simulated two $M/M/1$ models with two pairs of values $(\rho, \lambda, \phi)$: $(0.8, 0, 8, 0)$ and $(0.9, 0.9, 0)$. These parameters were chosen because the system has heavy traffic, thus, with $\rho = 0.8$ and $0.9$ the server has 80% and 90% of observed time occupied. We establish 10,000 arrivals in the system as the ending point of the simulation. The sample size in each simulation is 9,000 service times. We choose the simulations nearest of the studied system. In other words, the system with the queue that has the shortest length.

Therefore, the simulated models have single server, heavy traffic and the service rate independent on state of the system. Due to the fact, the MAXGE distribution was chosen to model the maximum service time.

In the Tables 1 and 2 we show the summary of the simulations chosen to represent the system. We observe that the standard-deviation increases when the traffic intensity increases.

<table>
<thead>
<tr>
<th>Table 1 – Summary of the simulated data with $\rho = 0.8$.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
</tr>
<tr>
<td>1.203</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 2 – Summary of the simulated data with $\rho = 0.9$.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
</tr>
<tr>
<td>1.26</td>
</tr>
</tbody>
</table>

The parameters of the model are estimated by maximum likelihood method. Numerical maximization of the log likelihood function is accomplished by using the RS method (Rigby & Stasinopoulos, 2005). In Table 3 we show the MLEs of the MAXGE distribution, its to the respective confidence interval (CI) and standard error (sde).

<table>
<thead>
<tr>
<th>Table 3 – The MLEs, the confidence intervals (CI) 95% and sde for the parameters of the MAXGE distribution.</th>
</tr>
</thead>
<tbody>
<tr>
<td>True Parameter</td>
</tr>
<tr>
<td>$\rho = 0.8$</td>
</tr>
<tr>
<td>$\rho = 0.9$</td>
</tr>
</tbody>
</table>

We simulate 1,000 samples sizes of the service times to evaluate the performance of the MLEs of the model for each used value $\rho$ and $\lambda$. We consider different the sample sizes for observe the behavior of the estimates of the parameter, such as, $n = 50$, $n = 250$, $n = 500$, $n = 700$ and $1,000$. In Tables 4 and 5 we show sample means, variances and estimated bias of the MLEs. We note that the bias and the variances of the MLEs decreases as $n$ increases.
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We can study the goodness of fit of the proposed model by the comparison between the observed and predicted values. The simplest way to make this comparison is graphically, which consists to compare the reliability function of the MAXGE distribution with the estimated reliability function by Kaplan-Meier method (Kaplan & Meier, 1958).

In the Figure 2 we compare the reliability function of the MAXGE distribution with the estimated reliability function. We observe that the reliability function of the MAXGE distribution has a close concordance with the estimated reliability function.

We use Log-rank and Chi-squared tests to evaluate if a closeness of the curves is significant or not (Kleinbaum & Klein, 2012 and Massey Jr, 1951). The null hypothesis of the tests cited is that there is no difference between the reliability functions.

We make 1,000 replications with different ending points to obtain the number of times that the null hypothesis is not rejected. The concordance percentages of the tests presented in Table 6 show that concordance increases as the traffic intensity, and ending point increases.

Table 4 – Maximum likelihood simulation study of the MAXGE distribution for $\rho = 0.8$ and $\lambda = 0.8$.

<table>
<thead>
<tr>
<th>Sample size</th>
<th>$\hat{\rho}$</th>
<th>$\hat{\lambda}$</th>
<th>$\hat{\rho}$</th>
<th>$\hat{\lambda}$</th>
<th>$\hat{\rho}$</th>
<th>$\hat{\lambda}$</th>
<th>$\hat{\rho}$</th>
<th>$\hat{\lambda}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n = 50$</td>
<td>0.90</td>
<td>0.91</td>
<td>0.89</td>
<td>0.87</td>
<td>0.82</td>
<td>0.86</td>
<td>0.8</td>
<td>0.82</td>
</tr>
<tr>
<td>$n = 250$</td>
<td>0.93</td>
<td>0.79</td>
<td>0.89</td>
<td>0.87</td>
<td>0.82</td>
<td>0.86</td>
<td>0.8</td>
<td>0.82</td>
</tr>
<tr>
<td>$n = 500$</td>
<td>0.60</td>
<td>0.14</td>
<td>0.30</td>
<td>0.05</td>
<td>0.064</td>
<td>0.0026</td>
<td>0.009</td>
<td>0.0027</td>
</tr>
<tr>
<td>$n = 700$</td>
<td>0.40</td>
<td>0.04</td>
<td>0.02</td>
<td>0.03</td>
<td>0.02</td>
<td>0.04</td>
<td>0</td>
<td>0.02</td>
</tr>
<tr>
<td>$n = 1,000$</td>
<td>0.10</td>
<td>0.01</td>
<td>-0.02</td>
<td>-0.04</td>
<td>-0.02</td>
<td>-0.04</td>
<td>0</td>
<td>0.02</td>
</tr>
</tbody>
</table>

Table 5 – Maximum likelihood simulation study of the MAXGE distribution for $\rho = 0.9$ and $\lambda = 0.9$.

<table>
<thead>
<tr>
<th>Sample size</th>
<th>$\hat{\rho}$</th>
<th>$\hat{\lambda}$</th>
<th>$\hat{\rho}$</th>
<th>$\hat{\lambda}$</th>
<th>$\hat{\rho}$</th>
<th>$\hat{\lambda}$</th>
<th>$\hat{\rho}$</th>
<th>$\hat{\lambda}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n = 50$</td>
<td>1.0</td>
<td>0.99</td>
<td>0.95</td>
<td>0.86</td>
<td>0.92</td>
<td>0.87</td>
<td>0.92</td>
<td>0.93</td>
</tr>
<tr>
<td>$n = 250$</td>
<td>0.60</td>
<td>0.14</td>
<td>0.10</td>
<td>0.07</td>
<td>0.026</td>
<td>0.005</td>
<td>0.010</td>
<td>0.0023</td>
</tr>
<tr>
<td>$n = 500$</td>
<td>-0.1</td>
<td>-0.09</td>
<td>-0.05</td>
<td>0.04</td>
<td>-0.02</td>
<td>0.03</td>
<td>-0.02</td>
<td>-0.03</td>
</tr>
<tr>
<td>$n = 700$</td>
<td>-0.1</td>
<td>-0.09</td>
<td>-0.05</td>
<td>0.04</td>
<td>-0.02</td>
<td>0.03</td>
<td>-0.02</td>
<td>-0.03</td>
</tr>
<tr>
<td>$n = 1,000$</td>
<td>-0.1</td>
<td>-0.09</td>
<td>-0.05</td>
<td>0.04</td>
<td>-0.02</td>
<td>0.03</td>
<td>-0.02</td>
<td>-0.03</td>
</tr>
</tbody>
</table>

Table 6 – Concordance percentage of the Log-rank and Chi-squared tests.

<table>
<thead>
<tr>
<th>Ending point</th>
<th>Log-rank (%)</th>
<th>Chi-squared (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho = 0.75$</td>
<td>$\rho = 0.80$</td>
<td>$\rho = 0.80$</td>
</tr>
<tr>
<td>500</td>
<td>50.2</td>
<td>57.5</td>
</tr>
<tr>
<td>1,000</td>
<td>71.0</td>
<td>74.0</td>
</tr>
<tr>
<td>10,000</td>
<td>82.1</td>
<td>86.0</td>
</tr>
<tr>
<td>60,000</td>
<td>80.0</td>
<td>89.0</td>
</tr>
</tbody>
</table>
Figure 2 – Comparison between the reliability function of the MAXGE distribution and the estimated reliability function with traffic intensity $\rho = 0.8$ and $\rho = 0.9$.

We obtain the $E(Y)$ by Equation (9) where $r = 1$ and the sum was truncated (see Appendix) and it is possible to calculate by MAPLE or in the software R, therefore, we obtained that $E(Y) = 3.87$ unit time and $E(Y) = 2.51$ unit time when the intensity traffic is $\rho = 0.8$ and $\rho = 0.9$, respectively.

In Figure 3 we compare the MAXGE distribution with the exponential-Conway-Maxwell Poisson distribution, denoted by ECOMP distribution (Cordeiro et al., 2012), and the $M/M/1$ model. The ECOMP distribution models is for the minimum time.

Figure 3 – Comparison between the reliability functions of the MAXGE distribution, ECOMP distribution and $M/M/1$ model with traffic intensity $\rho = 0.8$ and $\rho = 0.9$. 
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In order to select the best distribution to explain the data, we consider the Akaike information criterion (AIC) and the Bayesian information criterion (BIC) which are defined by

\[-2(\ell(\hat{\Theta}/\Theta_1) + q)\]

and

\[(\ell(\hat{\Theta}/\Theta_1) + q \log(n))\]

respectively, where \(q\) is the number of estimated parameters under the distribution and \(n\) is the sample size. The best distribution has lower values of AIC and BIC (Akaike, 1974 and Schwarz et al., 1978).

In Table 7 we show the values of the criterions AIC and BIC for the MAXGE distribution, ECOMP distribution and \(M/M/1\). We observe that the MAXGE distribution has the lower values of AIC and BIC.

### Table 7 — Values of the criterions AIC and BIC.

<table>
<thead>
<tr>
<th>Model</th>
<th>AIC</th>
<th>BIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAXGE</td>
<td>240.39</td>
<td>249.76</td>
</tr>
<tr>
<td>ECOMP</td>
<td>267.89</td>
<td>267.89</td>
</tr>
<tr>
<td>(M/M/1)</td>
<td>259.85</td>
<td>269.22</td>
</tr>
</tbody>
</table>

#### 4.2 Real Data

Next, we analyze two real data: first of all, the express checkout of a Brazilian supermarket and secondly the accesses to the website.

##### 4.2.1 The express checkout

A Brazilian supermarket was chosen to collect the data. It has ten normal checkouts and three express checkouts. In a particular day of collection of the data, one of the express checkouts had the same behavior of the studied system. The sample consists of the 85 service times in minutes.

In Table 8 we show the summary of the express checkout data. We observe that the maximum service time is 5.93 minutes and the minimum service time is 1.6 minutes.

### Table 8 — The summary of the express checkout data.

<table>
<thead>
<tr>
<th>Mean</th>
<th>Median</th>
<th>Maximum</th>
<th>Minimum</th>
<th>Standard-deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.12</td>
<td>1.05</td>
<td>5.93</td>
<td>1.6</td>
<td>0.95</td>
</tr>
</tbody>
</table>

We use the Kolmogorov-Smirnov test to check whether a sample comes from a population with exponential distribution \((H_0)\). Therefore, with the significance level \(\alpha = 0.05\) and \(p\)-value = 0.3497 the null hypothesis is not rejected for the exponential distribution (Lilliefors, 1967).

In the express checkout, the service rate is independent on state of the system, therefore, the pressure parameter is zero, \(\phi = 0\). For this reason, we choose the MAXGE distribution to model the maximum service time.
In Table 9 we show the MLEs of the parameters \( \rho \) and \( \lambda \), the confidence intervals (CI) 95% and sde.

**Table 9** – The MLEs, confidence intervals (CI) 95% and sde.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>MLEs</th>
<th>CI(95%)</th>
<th>sde</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \rho )</td>
<td>0.876</td>
<td>(0.86, 0.89)</td>
<td>0.066</td>
</tr>
<tr>
<td>( \lambda )</td>
<td>0.91</td>
<td>(0.94, 1.03)</td>
<td>0.044</td>
</tr>
</tbody>
</table>

Using the Equation (9) with \( r = 1 \) and we truncated the sum in the sample size. We obtain \( E(Y) = 2.72 \) minutes for the maximum service time.

In Figure 4 we compare the reliability function of the MAXGE distribution with the estimated reliability function. We observe that the reliability function of the MAXGE distribution fits with the estimated reliability function.

![Reliability function comparison](image)

**Figure 4** – Comparison between the reliability function of the MAXGE distribution and the estimated reliability function.

In Figure 5 we compare the MAXGE distribution, ECOMP distribution and \( M/M/1 \) model.

In Table 10 we show that the MAXGE distribution has the lower values of the criterions AIC and BIC.

4.2.2 The accesses to the website

We used collected data of the accesses on web site “Tendências Profissionais” where the main aim was to collect data to define the profile of the communication professionals in Brazil (the Pesquisa Operacional, Vol. 35(3), 2015
data are of the Midia group). For this purpose, a survey with 26 questions was allocated on this website. The survey was distributed through social networks (Facebook, Twitter, Orkut, MySpace, Youtube) and 1,000 emails were sent to the main communication agencies in Brazil. On the website “Tendências Profissionais”, the arrivals and the outputs of the customers were registered. Data collection started on 20 October, 2010 and it was available for 20 days. We analyze in a particular day which we collected 385 accesses on website.

For access the Tendências Profissionais: (http://tendenciasprofissionais.wordpress.com/grupodepesquisa-mid/).

In Table 11 we show the summary of the accesses on website. We observe that the maximum time inter-access is 15.2 seconds and the minimum inter-access is 0.0001 seconds.

### Table 11 – The summary of the accesses on website in seconds.

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>Median</th>
<th>Maximum</th>
<th>Minimum</th>
<th>Standard-deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>8.2</td>
<td>0.44</td>
<td>15.2</td>
<td>0.0001</td>
<td>22.2</td>
</tr>
</tbody>
</table>
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The Kolmogorov-Smirnov test was used to check whether a sample comes from a population which is exponential distributed \( (H_0) \), with the significance level \( \alpha = 0.05 \) and \( p \)-value = 0.2497 the null hypothesis is not rejected for the exponential distribution.

On the website each access can be considered a service channel, therefore, the service rate dependent of the state of the system, in this case the pressure parameter assumes values one, \( \phi \). For this reason, a possible model for the maximum inter-access is the MAXPE distribution.

In Table 12 we show the MLEs of the parameters \( \rho \) and \( \lambda \), the confidence intervals 95\%(CI) and sde for the parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>MLEs</th>
<th>CI(95%)</th>
<th>sde</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \rho )</td>
<td>0.978</td>
<td>(0.916,1.039)</td>
<td>0.335</td>
</tr>
<tr>
<td>( \lambda )</td>
<td>0.901</td>
<td>(0.862,0.933)</td>
<td>0.094</td>
</tr>
</tbody>
</table>

We calculate the \( E(Y) \) by Equation (12) with \( r=1 \). We truncated the sum in the sample size and we obtain \( E(Y) = 8.42 \) seconds.

In Figure 6 we compare the reliability function of the MAXPE distribution with the estimated reliability function. We observe that the reliability function of the MAXPE distribution is a closely concordance with estimated reliability function.

![Figure 6](image-url)
In Figure 7 we compare the MAXPE distribution with the $M/M/\infty$ model.

![Comparison between the reliability functions of the MAXPE distribution with the $M/M/\infty$ model.]

In Table 13 we observe that the MAXPE distribution has the lower values criterions AIC and BIC, therefore, the MAXPE distribution is the best model.

<table>
<thead>
<tr>
<th>Distributions</th>
<th>AIC</th>
<th>BIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAXPE</td>
<td>140.640</td>
<td>148.112</td>
</tr>
<tr>
<td>$M/M/\infty$</td>
<td>213.81</td>
<td>212.030</td>
</tr>
</tbody>
</table>

5 CONCLUSIONS

In this paper, we proposed the MAXCOMPE distribution for the maximum service time in which the service rate is dependent on state of the system and the arrival of customer is attached to the service. The MAXCOMPE distribution was obtained by compound distributions in which we used the zero truncated COMP distribution and the exponential distribution for the maximum service time. This distribution has an adjustment mechanism, described by the pressure parameter $\phi$, in order to re-establish the equilibrium of the system when the number of the customer increases. We studied three values for the pressure parameter of the MAXCOMPE distribution, $\phi = 0$, $\phi = 1$ and $\phi \to \infty$, consequently, other distributions are obtained. For $\phi = 0$, the service rate independent on state of the system and the server is able to absorb all the works, in this case, MAXCOMPE distribution becomes the MAXGE distribution. For $\phi = 1$, the service rate...
increases proportionally of the state of the system, the new service channels are open and the MAXCOMPE distribution becomes the MAXPE distribution. Finally, for $\phi \to \infty$ the service is very fast, we observe only one customer in the system and the MAXCOMPE distribution becomes the MAXBE distribution. The properties of the proposed distribution are discussed, including a formal proof of its density function and moments. To illustrate the applicability of the model the simulations and real data are used. We simulated two systems with different traffic intensities, such as, $\rho = 0.8$ and $0.9$. These values are chosen, because the studied system has heavy traffic, for this reason, the parameter of the traffic intensity has high values. A restriction is the used the small traffic intensity because the MAXCOMPE distribution is zero truncated, therefore, the system is never idle. Furthermore, we observed that the sample mean of the estimates of the parameters is near of the true value. In addition, the fit of the proposed model was better when compared with the models: ECOMP, $M/M/1$ and $M/M/\infty$. We used the criterions AIC e BIC to select the best distribution to explain the data. We used two real data, data of the express checkout for illustrated the MAXGE distribution where there is single server. And data of the access on the website for illustrated the MAXPE distribution. To conclude, we believe that the MAXCOMPE distribution has a practical approach and it can be applied to various practical situations.

APPENDIX

In this appendix, we show the programs in software R used in this paper and the truncation of the sum in $E(Y)$.

1. The programs in software R used in this paper.

- Programs in software R to simulate the $M/M/1$ model, Test Log-rank and Chi-squared tests.
  require(VGAM)
  rejlog = 0
  rejchi = 0
  for((i = 1 : 1000) n = 10000 stop
  nat = 1 number of the channels
  $\lambda = 0.9$ the arrival rate
  $mi = 1$ the service rate
  $v = vector()$
  customers.arrival = 0
  customers.service = 0
  customers.queue = 0
  system = numeric(n)
  wait = numeric(n)
time = numeric(n)
time - wait = numeric(n)
clock1 = numeric(nat)
y = vector()
time - service = numeric(n)
alarm - clock = rep(-1, nat)
for(i; in 2 : n)
{
    time.atual = (i - 1) * 0.1
    time[i] = (i - 1) * 0.1
    arrival = rpois(1, lam * 0.1)
customers.arrival = customers.arrival + arrival
customers.queue = customers.queue + arrival
system[i] = system[i-1] + arrival
if (sum(alarm - clock == -1) > 0 and customers - queue > 0)
{
    vagas = sum(alarm - clock == -1)
if (place! = sum(alarm - clock == -1))
} stop("non conforming supositions!")
} minimum = min(place,customers.queue)
for (j in 1:minimum) { clock = rexp(1, 0.9)
clock1[which(alarm - clock == -1)[1]] = clock
alarm - clock[which(alarm - clock == -1)[1]] = time.atual + clock
customers - queue = customers - queue - 1 }
}
for(j in 1 : nat)
{ if (time.atual >= alarm - clock[j] e alarm - clock[j]! = -1) { system[i] = system[i] - 1
alarm - clock[j] = -1
customers - service = customers - service + 1
y[customers - service] = clock1[j]
clock1[j] = 0 }
}
Log-rank and Chi-squared tests time = c(y, s2)
group = c(rep(0, length(y)), rep(1, length(s2)))
status = rep(1, length(y) + length(s2))
mice = data.frame(time, status, group)
s = survdiff(Surv(time, status == 1) group, data = mice)
schi = chisq.test(y, s2)
if (schi$P > 3.84)
  {  
    rejlog = rejlog + 1
  }
  
if (schi$P.value < 0.05)
  {  
    rejchi = rejchi + 1
  }
}

• Program reliability function and estimated reliability function by Kaplan-Meier
  method.

dado = cbind(y, cens = 1)
s2 = numeric()
mu = 0.9 traffic intensity
sigma = 0.9 service rate
s2 = exp(mu * (1 - exp(-sigma * y)))*exp(-sigma * y)/(exp(mu) - 1) MAXPE
  distribution
s2 = exp(-y * sigma) * (1 - mu) * sigma/(1 - mu * (1 - exp(-y * sigma)))
  MAXGE distribution
require(survival)
tempos = dado[, 1]
cens = dado[, 2]
  
  ekm = survfit(Surv(y, cens) 1)
plot(ekm, lty = 1, lwd = 2, conf.int = F, xlab = "time",
  ylab = "reliability function")
  
  lines(y, s2, col = "blue", lty = 1, lwd = 2)
  
  text(7, 1, "traffic intensity = 0.8")
legend(3, 0.8, c("M/M/1", "W(y) = 0.876"), bty = "1", lty = c(1, 4, 3, 2),
  lwd = c(2, 2, 2, 2))

• Program optim for the MLEs.
  
  verosi < - function(param) {
    mu < - param[1]
    sigma < - param[2]
    if (any(mu < 1e - 200)) return(Machinedouble.xmax 5)
    if (any(sigma < 1e - 200)) return(Machinedouble.xmax 5)
  }
\[ f = \text{sigma} \ast (\exp(-\text{sigma} \ast y)) \ast (1 - \mu) / (1 - \mu \ast (1 - \exp(-\text{sigma} \ast y)))^2 \]

MAXGE distribution

\[ lv < -\log(f) \]

\[ \text{sum}(lv) \]

\[ \text{estima} < -\text{optim(c(0.888, 0.9), verosi, method = "BFGS", hessian = T); estima, estimahessian, solve(estimahessian)} \]

- Criteria AIC and BIC

\[ \text{lm1} < -\text{lm(smmax 1)}, \text{AIC(lm1)}, \text{stopifnot(all.equal(AIC(lm1), AIC(logLik(lm1))))}, \text{BIC(lm1)} \]

\[ \text{lm2} < -\text{update(lm1, . . . Examination)} \]

\[ \text{AIC(lm1, lm2)}, \text{BIC(lm1, lm2)} \]

2. The truncation of the sum in \( E(Y) \) for all the models:

The \( E(Y) \) is

\[
E(Y) = \frac{\lambda^{-\Gamma(r + 1)p}}{[Z(\rho, \phi) - 1]} \sum_{m=1}^{\infty} \frac{m^p}{(m!)^\phi} \sum_{k=0}^{m-1} (-1)^k \binom{m-1}{k} \frac{1}{(1+k)^{1+r}},
\]

We have an upper bound as

\[
\sum_{m=1}^{\infty} \frac{m^p}{(m!)^\phi} \sum_{k=0}^{m-1} (-1)^k \binom{m-1}{k} \frac{1}{(1+k)^{1+r}} < \sum_{m=1}^{\infty} \frac{m^p}{(m!)^\phi}
\]

The series \( \tau \) has an upper bound given by the series \( \sum_{m=1}^{\infty} \frac{m^p}{(m!)^\phi} \) that is convergent (Minka et al., 2003) because

\[
\lim_{m \to \infty} \frac{m^p}{(m!)^\phi} = 0.
\]

Therefore, the series \( \tau \) is convergent.
Furthermore, it is possible to truncate the series $\tau$ at some $\nu$-th term such that

$$
\sum_{m=1}^{\nu} \frac{m\rho^{m-1}}{(m!)^\nu} \sum_{k=0}^{m-1} (-1)^k \binom{m-1}{k} \frac{1}{(1+k)^{\nu+1}}
$$

$$
+ \sum_{m=\nu+1}^{\infty} \frac{m\rho^{m-1}}{(m!)^\nu} \sum_{k=0}^{m-1} (-1)^k \binom{m-1}{k} \frac{1}{(1+k)^{\nu+1}},
$$

where

$$
R_\nu = \sum_{m=\nu+1}^{\infty} \frac{m\rho^{m-1}}{(m!)^\nu} \sum_{k=0}^{m-1} (-1)^k \binom{m-1}{k} \frac{1}{(1+k)^{\nu+1}},
$$

where $R_\nu$ is absolute truncated error.

An upper bound can be found based in the series $\rho^m/(m!)^\nu$, $m=1, 2, \ldots$, decreases at a faster rate then a geometric series. Thus, there exists $0 < \epsilon_\nu < 1$ for all $m > \nu$, so that $\rho/(m+1)^\nu < \epsilon_\nu$. Therefore, $R_\nu < \epsilon_\nu$, the error is small.
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