AN ALTERNATIVE REPARAMETRIZATION FOR THE WEIGHTED LINDLEY DISTRIBUTION
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ABSTRACT. Recently, [12] introduced a generalization of a one parameter Lindley distribution and named it as a weighted Lindley distribution. Considering this new introduced weighted Lindley distribution, we propose a reparametrization on the shape parameter leading it to be orthogonal to the other shape parameter. In this alternative parametrization, we get a direct interpretation for this transformed parameter which is the mean survival time. For illustrative purposes, the weighted Lindley distribution on the new parametrization is applied on two real data sets. The one parameter Lindley distribution and its generalized form are fitted for the considered data sets.

Keywords: generalized Lindley distribution, Lindley distribution, orthogonal parameters, survival analysis, weighted Lindley distribution.

1 INTRODUCTION

A non negative random variable \( T \) follows the two-parameter weighted Lindley distribution, [12], with shape parameters \( \mu > 0 \) and \( \beta > 0 \) if its probability density function is given by:

\[
f(t | \mu, \beta) = \frac{\mu^{\beta+1}}{(\mu + \beta) \Gamma(\beta)} (1 + t) e^{-\mu t},
\]

where \( t > 0 \) and \( \Gamma(\beta) = \int_0^\infty t^{\beta-1} e^{-t} dt \) is the gamma function. From (1), the corresponding survival and hazard functions, are given, respectively, by:

\[
S(t | \mu, \beta) = \frac{(\mu + \beta) \Gamma(\beta, \mu t) + (\mu t)^\beta e^{-\mu t}}{(\mu + \beta) \Gamma(\beta)},
\]
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and

\[ h(t | \mu, \beta) = \frac{\mu^{\beta+1}\beta^{-1}(1+t)e^{-\mu t}}{(\mu + \beta) \Gamma (\beta, \mu t) + (\mu t)^\beta e^{-\mu t}} \]  \tag{3}

where \( \Gamma (a, b), a > 0 \) and \( b \geq 0 \), is the upper incomplete gamma function (see, [29]), defined as

\[ \int_0^b t^{a-1}e^{-t} dt. \]

In (1), taking the shape parameter \( \beta = 1 \) we have the one parameter Lindley distribution as a special case. The one parameter Lindley distribution was introduced by Lindley (see, Lindley 1958 and 1965) as a new distribution useful to analyze lifetime data, especially in applications modeling stress-strength reliability. [13] studied the properties of the one parameter Lindley distribution under a careful mathematical approach. These authors also showed, in a numerical example, that the Lindley distribution usually gives better fit for the data when compared to the standard Exponential distribution. A generalized Lindley distribution, which includes as special cases the Exponential and Gamma distributions was introduced by [36]. Ghitany and Al-Mutari (2008) considered a size-biased Poisson-Lindley distribution and [31] introduced the Poisson-Lindley distribution to model count data. Some properties of the Poisson-Lindley distribution, its derived distributions and some mixtures of this distribution were studied by [5, 6, 24]. A zero-truncated Poisson-Lindley was considered in [10]. A study on the inflated Poisson-Lindley distribution was presented in [7] and the Negative Binomial-Lindley distribution was introduced in [37]. The one parameter Lindley distribution in the competing risks scenario was considered in [26].

Since the standard one parameter Lindley distribution does not provide enough flexibility to analyze different types of lifetime data, the two-parameter weighted Lindley distribution could be a good alternative in the analysis of lifetime data. A nice feature of the two-parameter weighted Lindley distribution is that its hazard function has a bathtub form for \( 0 < \beta < 1 \) and it is increasing for \( \beta \geq 1 \), for all \( \mu > 0 \).

It is important to point out, that in the last years, several distributions have been introduced in the literature to model bathtub hazard functions but in general these distributions have three or more parameters usually depending on numerical methods to find the maximum likelihood estimates which could be, in general, not very accurate. In this case good reparametrizations with less parameters could be very useful in applications. A comprehensive review of the existing know distributions that exhibit bathtub shape is provided in [30, 17, 3, 28]. In addition to the weighted Lindley distribution, that can be used to model bathtub-shaped failure rate, we also could consider as alternatives, four other two-parameter distributions introduced in the literature [18, 8, 15, 35] with this behavior.

The main goal of this paper is to propose an alternative parametrization for the one shape parameter of the weighted Lindley distribution. In the proposed parametrization, we get the new parameter orthogonal to the other shape parameter where this new reparametrized form of the parameter gives the mean survival time. The obtained orthogonality of the reparametrized form of the parameter is related to the observed Fisher information [2]. Orthogonal parameters have many advantages in the inference results as, for example, for large sample sizes we have independence among the maximum likelihood of the orthogonal parameters, since the Fisher information
matrix is diagonal. Other advantage of orthogonal parameters is related to the conditional likeli-
hood approach (for further details see, Cox & Reid, 1987; Lancaster, 2002; Louzada–Neto &

The paper is organized as follows. In Section 2 the likelihood function for the two-parameter
weighted Lindley distribution is formulated where we also present the proposed orthogonal
reparametrization. Two examples considering real data sets are provided in Section 3 where its
observed that the weighted Lindley distribution gives better fit for the data when compared to the
one-parameter Lindley distribution and the generalized Lindley distribution. Some conclusions
are presented in Section 4.

2 THE LIKELIHOOD FUNCTION

Let \( t = (t_1, \ldots, t_n) \) be a realization of the random sample \( T = (T_1, \ldots, T_n) \), where \( T_1, \ldots, T_n \)
are i.i.d. (identically independent distribution) random variables according to a two-parameter
Lindley distribution, with shape parameters \( \mu > 0 \) and \( \beta > 0 \). From (1) the likelihood function
can be written as:

\[
L(\mu, \beta \mid t) = \left( \frac{\mu^{\beta+1}}{(\mu + \beta) \Gamma(\beta)} \right)^n e^{-\mu T_0} \prod_{i=1}^{n} t_i^{\beta-1} (1 + t_i),
\]

where \( T_0 = \sum_{i=1}^{n} t_i \) and \( \Gamma(\beta) = \int_{0}^{\infty} y^{\beta-1} e^{-y} dy \) is the gamma function. From (4), the log-
likelihood function for \( \mu \) and \( \beta \), \( l(\mu, \beta \mid t) \), is given by:

\[
l(\mu, \beta \mid t) = n \left[ (\beta + 1) \log(\mu) - \log(\mu + \beta) - \log \Gamma(\beta) \right] - \mu T_0 + (\beta - 1) T_1 + T_2,
\]

where \( T_1 = \sum_{i=1}^{n} \log(t_i) \) and \( T_2 = \sum_{i=1}^{n} (1 + t_i) \).

Differentiating (5) with respect to \( \mu \) and \( \beta \) and setting the results equal to zero we have:

\[
\frac{\partial}{\partial \mu} (\mu, \beta \mid t) = n \left[ \frac{\beta + 1}{\mu} - 1 \right] - T_0 = 0,
\]

\[
\frac{\partial}{\partial \beta} (\mu, \beta \mid t) = n \left[ \log(\mu) - 1 - \psi(\beta) \right] + T_1 = 0,
\]

where \( \psi(\beta) = \frac{d}{d\beta} \log \Gamma(\beta) \) is the digamma function. The maximum likelihood estimates, \( \hat{\mu} \) and \( \hat{\beta} \), for \( \mu \) and \( \beta \), respectively, are obtained by solving equations (6) and (7) in \( \mu \) and \( \beta \),
respectively.

From (6), the maximum likelihood estimate for \( \mu \) is obtained as a function of \( \beta \), \( \hat{\mu}(\beta) \), given by:

\[
\hat{\mu}(\beta) = \frac{\beta (n - T_0) + \sqrt{\beta^2 (n + T_0)^2 + 4n\beta T_0}}{2T_0}.
\]

In this way, replace \( \mu \) in (7) by \( \hat{\mu}(\beta) \) given by (8), which leads to an equation with only one
variable \( \beta \). After choose an initial value for \( \beta \), use standard Newton-Raphson algorithm to find
the maximum likelihood estimator for $\beta$. With the obtained maximum likelihood estimator for $\beta$ get the maximum likelihood estimator for $\mu$ using equation (8).

Based on a single observation, the observed information matrix, $I(\mu, \beta)$, is given by:

$$I(\mu, \beta) = \begin{pmatrix}
\frac{\beta + 1}{\mu^2} - \frac{1}{(\mu + \beta)^2} & -\left(\frac{1}{\mu} + \frac{1}{(\mu + \beta)^2}\right) \\
-\left(\frac{1}{\mu} + \frac{1}{(\mu + \beta)^2}\right) & \psi'(\beta) - \frac{1}{(\mu + \beta)^2}
\end{pmatrix}, \quad (9)$$

where $\psi'(\beta) = \frac{d^2}{d\beta^2} \log \Gamma(\beta)$, and the terms in the $(2 \times 2)$ observed Fisher information matrix (9) are obtained from the second derivatives given by:

$$I_{11}(\mu, \beta) = -\frac{\partial^2}{\partial \mu^2} l(\mu, \beta \mid t), \quad I_{12}(\mu, \beta) = -\frac{\partial^2}{\partial \mu \partial \beta} l(\mu, \beta \mid t)$$

and

$$I_{22}(\mu, \beta) = -\frac{\partial^2}{\partial \beta^2} l(\mu, \beta \mid t).$$

The maximum likelihood estimates for $\mu$ and $\beta$ have asymptotic bivariate normal distribution with mean $(\hat{\mu}, \hat{\beta})$ and variance-covariance matrix given by the inverse of the Fisher Information matrix (9) locally at the maximum likelihood estimates $\hat{\mu}$ and $\hat{\beta}$. Since the data is independent, the information matrix (9) is equal to the expected information matrix.

In this paper we propose to reparametrize the two-parameter weighted Lindley distribution such that $(\mu, \beta)$ is transformed to $(\theta, \beta)$, where:

$$\theta = g(\mu, \beta) = \frac{\beta (\mu + \beta + 1)}{\mu (\mu + \beta)} \quad (10)$$

where $\theta > 0$ is the mean of the weighted Lindley distribution with parameters $\mu$ and $\beta$ and

$$g^{-1}(\theta) = \mu = \frac{\beta (1 - \theta) + \sqrt{\beta^2 (\theta - 1)^2 + 4 \theta \beta (\beta + 1)}}{2\theta}.$$

Using the construction method of orthogonality parameters, proposed in [9], and from (9) we observe that $\mu$ is obtained as solution of the following orthogonality differential equation:

$$I_{11}(\mu, \beta) \frac{\partial \mu}{\partial \mu} - \frac{1}{(\mu + \beta)^2} \frac{\partial \beta}{\partial \beta} = 0 \quad (11)$$

In this new parametrization we have that the maximum likelihood estimate for $\theta$ is given by

$$\hat{\theta} = n^{-1} \sum_{i=1}^{n} t_i$$

and $\text{Cov}(\hat{\theta}, \hat{\beta}) = 0$. The orthogonality between $\theta$ and $\beta$ implies that the information matrix is asymptotically diagonal which implies that the the maximum likelihood estimates $\hat{\theta}$ and $\hat{\beta}$ are asymptotically independent. The orthogonality simplify the parameters estimation process and its interpretation. For the weighted Lindley distribution the parameter interpretation in the orthogonal parametrization is obvious since $\hat{\theta}$ is the mean time to failure. Further orthogonality consequences are pointed out in [9].
3 APPLICATIONS

In this section we fit the two-parameter weighted Lindley distribution (WL) to two real data sets. For comparative purposes we also have considered two alternative models: (L): the one parameter Lindley distribution, \( f(t | \mu) = \frac{\mu}{\mu + 1} (1 + t)e^{-\mu t}, \) and (GL): the generalized Lindley distribution, \( f(t | \mu, \beta, \gamma) = \frac{\mu^\beta}{\Gamma(\beta + 1)} (\beta + \gamma t)^{\beta-1}e^{-\mu t}, \) [36].

The first data set was reported by [4], and employed by [14] among others, represents the survival times (in days) of 72 guinea pigs infected with virulent tubercle bacilli, regimen 4. The regimen number is the common log of the number of bacillary units in 0.5 ml of challenge solution. The second data set was extracted from [33], see also [25], representing hours to failure of 59 test conductors of 400-micrometer length. All specimens ran to failure at a certain high temperature and current density. The 59 specimens were all tested under the same temperature and current density.

Table 1 list for the two data sets and models L, WL and GL the maximum likelihood estimates and their standard errors. For comparative purposes the estimates are also presented in the original parameterization and were obtained using SAS/NLMIXED procedure, [32], by applying the Newton-Raphson algorithm. For the WL model, in the orthogonal parameterization, we have \( \hat{\theta} = 176.82 \) (data set 1) and \( \hat{\theta} = 6.98 \) (data set 2). The standard errors are given, respectively, by 11.86 and 0.21.

<table>
<thead>
<tr>
<th>Data</th>
<th>Model</th>
<th>( \mu )</th>
<th>( \beta )</th>
<th>( \gamma )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>L</td>
<td>0.0112 (0.0009)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>data 1</td>
<td>WL</td>
<td>0.0175 (0.0030)</td>
<td>2.1052 (0.4872)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>GL</td>
<td>0.0182 (0.0034)</td>
<td>2.3367 (0.7700)</td>
<td>0.1474 (0.4428)</td>
</tr>
<tr>
<td></td>
<td>L</td>
<td>0.2572 (0.0239)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>data 2</td>
<td>WL</td>
<td>2.6100 (0.4796)</td>
<td>17.3488 (3.3002)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>GL</td>
<td>2.6242 (0.4949)</td>
<td>17.6186 (4.4834)</td>
<td>6.0704 (62.5868)</td>
</tr>
</tbody>
</table>

In Table 2 are listed standard model selection measures: \(-2 \times \text{log-likelihood}, AIC \) (Akaike’s Information Criterion, [1]) and \( BIC \) (Schwarz’s Bayesian Information Criterion, [34]). From the values of these statistics we conclude that the two parameter Lindley distribution provides a better fit for the data sets when compared to the two alternative models. For the WL model the obtained estimates for \( \theta \) are respectively given by: 176.82 (data set 1) and 6.98 (data set 2). The standard errors are given by, 11.86 and 0.21, respectively.

For illustrative purposes, we present in Figure 1 the 50%, 90% and 95% likelihood contour plots in the original and the proposed orthogonal parametrization. In contrast to panels \( (b, \text{data set 1}) \) and \( (d, \text{data set 2}) \), the orientation of the contours in panels \( (a, \text{data set 1}) \) and \( (c, \text{data set 2}) \) revels a high positive correlation between \( \hat{\beta} \) and \( \hat{\mu} \). We observe in panels \( (b) \) and \( (d) \) that the
axes of the elliptical contours are parallel to the coordinate axes, and for this reason we have an indication that the correlation is equal to zero. Naturally, this is expected since $\theta$ and $\beta$ are estimated independently. These contours were built using the procedure described in [16] and also presented in [27].

In Table 3 we present, for both data sets, the corresponding p-values to Kolmogorov-Smirnov (K-S) and Anderson-Darling (A-D) goodness-of-fit statistics. From these results, it is clear that the WL distribution provides a good fit to the given data sets. We also consider the Log-Normal distribution (LN) in the data analysis, since this distribution was considered by [14] (data set 1) and by [25] (data set 2).

Table 3 – Kolmogorov-Smirnov and Anderson-Darling goodness-of-fit statistics.

<table>
<thead>
<tr>
<th>data set 1</th>
<th>Test</th>
<th>L</th>
<th>WL</th>
<th>GL</th>
<th>LN</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>K-S</td>
<td>0.0274</td>
<td>0.5681</td>
<td>&lt; 0.0001</td>
<td>0.3200</td>
</tr>
<tr>
<td></td>
<td>A-D</td>
<td>0.1037</td>
<td>0.6648</td>
<td>&lt; 0.0001</td>
<td>0.5274</td>
</tr>
<tr>
<td>data set 2</td>
<td>Test</td>
<td>L</td>
<td>WL</td>
<td>GL</td>
<td>LN</td>
</tr>
<tr>
<td></td>
<td>K-S</td>
<td>&lt; 0.0001</td>
<td>0.9085</td>
<td>&lt; 0.0001</td>
<td>0.7335</td>
</tr>
<tr>
<td></td>
<td>A-D</td>
<td>&lt; 0.0001</td>
<td>0.9776</td>
<td>&lt; 0.0001</td>
<td>0.8744</td>
</tr>
</tbody>
</table>

4 CONCLUDING REMARKS

In this paper we introduced an alternative parametrization for the shape parameter of the weighted Lindley distribution (WL) introduced by [12], which generalizes the one parameter Lindley distribution. In the proposed parametrization, the new parameter have a direct interpretation and it is orthogonal to the shape parameter.

In the last years, the Lindley distribution have been considered in several applications as an alternative lifetime model and its generalization called weighted Lindley distribution considering the orthogonal parametrization could be another good alternative distribution to modeling lifetime data. We fitted the WL distribution to two real data sets and compared the obtained results with those of L and GL distributions, which showed the great potentialities of the WL distribution.
Figure 1 – (a, c): Contour plot for the joint relative likelihood function of $\beta$ and $\mu$. (b, d): Contour plot for the joint relative likelihood function of $\beta$ and $\theta$. 
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