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ABSTRACT. The influence of a principle of preference concentration in the process of decision making in different contexts is discussed here. A procedure exploring the concentration of preferences to derive probabilities and another to derive, with higher generality, Choquet capacities are presented. An important feature of this last procedure is that it derives capacities in a space of criteria only from matrices of probabilities of preference according to each criterion, precluding the effort of directly trying to measure the interactions between them.
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1 INTRODUCTION

In multicriteria decision analysis, the decision alternatives are represented by vectors of evaluations according to different criteria. The global evaluation of each alternative by the multiple criteria is given by a real function of such vector, most frequently a linear function (Fishburn, 1970; Keeney & Raiffa, 1976).

A probabilistic character is present in the preference assessments according to each criterion, due, for instance, to subjective factors that lead decision makers to assign in successive instants different meanings to the same attribute or to measurement errors that affect the evaluations. In a probabilistic view, the preferences according to each criterion are given by probabilities of choice and the linear combination may be considered as the combination of probabilities of being preferred according to each criterion conditional on the preference for such criterion. The weights of the linear combination are, according to this probabilistic view, the probabilities of each criterion being chosen.
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A practical problem in this criteria composition approach is: how to determine such weights? There are different techniques designed to deal with this problem. Two key ideas to empirically obtain vectors of weights are developed in Saaty (1980) and Simos (1974). For more details on other approaches, see also Hammond et al. (2015).

But this problem becomes much more complicated when redundancies and reciprocal influences between different criteria have to be taken into account. There are statistical approaches to, besides collecting information about the probabilities of preference according to the criteria and about the importance of the criteria, measure directly the inner relations between the sets of criteria (Grabisch et al., 2008; Angilella et al., 2015; Eyvindson et al., 2015; Benabbou et al., 2017; Meyer & Olteanu, 2017).

Here, a different approach is taken, based on deducing probabilities of preference among the criteria, and, more generally, capacities for the subsets of criteria, from the matrix of probabilities of preference for each alternative according to each criterion. This line of inference, besides simplifying the decision process, avoids difficulties and distortions inherent in the direct evaluation of the highly abstract preferences for criteria.

To do that a principle of preference concentration, which drives the preference of the decision makers to those criteria ablest to point a best alternative, is here explored. According to this psychological principle, the importance of the criteria is determined by their power of concentrating the preference on a unique alternative.

This principle is implicitly applied in the use of the probabilities of being the best according to each criterion (Sant’Anna, 2010, 2015; Garcia & Sant’Anna, 2015) in the Composition of Probabilistic Preferences (CPP). The use of the probabilities of being the best, obtained computing the probabilities of each alternative being preferred to all the others, induces a concentration by leading to a relative increase in the scores of those alternatives presenting the initially highest scores.

The next application of the principle consists in linearly deriving the vector of weights for the individual criteria from the vector of largest preferences that each of them is able to assign to its preferred alternative.

In a more general approach, allowing for the possibility of interactions, capacities (Choquet, 1953; Sugeno, 1974) substitute for probabilities. Then, the capacity of each set of criteria will be proportional to the largest probability of preference of an alternative by some criterion of the set. By this way, while the capacity of any set of two or more criteria increases with the convergence between them about which is the best alternative, the capacity of isolate criteria still increases with the probability that it assigns to its most preferred alternative.

Extracting information on preferences for criteria from available information about preferences for alternatives according to the criteria, besides opening new possibilities, dwells on a long tradition that may be related to the Bayes principle. In fact, this approach, even though not directly applying the Bayes rule, obtains information about the parameters of the distribution of prefer-
ences among the criteria by combining new evidence to prior information. The new evidence is
given by the evaluations of the different alternatives by the different criteria. The prior informa-
tion is not given by an initial distribution of preferences among the criteria but by a preliminary
rule for the composition of preferences by the multiple criteria.

To complete the analogy, the preference concentration principle employed to perform the transi-
tion in the multicriteria framework mirrors the maximum likelihood estimation rule by selecting
that distribution of probabilities (or that capacity) that maximizes the preference for the most
preferred alternative.

This appropriation of the Bayes Principle in the process of determining preferences among the
criteria may be also observed in the Analytic Hierarchy Process (AHP) and Analytic Network
Process (ANP) approaches (Saaty, 1980, 1996; Saaty & Brady, 2009). In these methodologies
for multiple criterion analysis, the evaluation of the alternatives by the criteria contributes in
the weighting of the criteria (Mimović et al., 2015; Moreno-Jiménez et al., 2016) as well. A
more direct application of the Bayes rule to recalculate the weights in multiple criteria decision
analysis has been proposed by Vinogradova et al. (2018).

The transformation of the evaluations into probabilities of being the most preferred alternative
brings all evaluations to the same scale of measurement. This property, of commensurability of
the criteria, is an essential condition to make possible the combination by the Choquet integral.
New approaches to combine preferences taking into account interactions between criteria, like
those of Khrennikova & Haven (2017) or Labreuche & Grabisch (2013), the first using exten-
sions of quantum probabilities (Born, 1954; Plotnitsky, 2009), and the second using generalized
additive independence (GAI) (Fishburn, 1967; Bacchus & Grove, 1995), may also benefit from
this previous probabilistic transformation.

Another advantage of the transformation into probabilities of being the most preferred alternative
derives from the reduction of the scores of alternatives that are not located close to the frontier of
best alternatives. Composition methodologies like, for instance, those employing the Technique
for Order of Preference by Similarity to Ideal Solution (TOPSIS) approach (Hwang & Yoon,
1981; Kong, 2011), which linearly measure the distances to the frontiers, are more subject to
the effect of the addition of new alternatives to the set of alternatives being compared (Lootsma,
1996; May et al., 2013). An ample review of this problem, of the possibility of rank reversal due
to changes in the set of alternatives compared, has been recently provided by Aires & Ferreira
(2018). For a new discussion of the problem of determining the decision alternatives, see also
Colorni & Tsoukiås (2018).

Throughout this paper, Section 2 discusses the principle of preference concentration and details
the algorithms employed to build probabilities and capacities applying this principle. Section 3
discusses examples of its application in different contexts. Section 4 brings final comments.
2 THE PRINCIPLE OF PREFERENCE CONCENTRATION

Different processes drive human decisions in different contexts and identifying principles applied to elicit preference from uncertain evidence may improve the knowledge about these processes (Luce, 1959; Camerer, 1987; McFadden et al., 1999). More recently, Kojadinovic (2004) and Rowley et al. (2015) addressed this subject in the context of combining, by means of a Choquet integral with respect to a capacity, multiple criteria that interact. An essential condition to make possible the combination by the Choquet integral is the commensurability of the criteria. This condition is granted if the preferences are determined by probabilities.

As in Kojadinovic (2004) and Rowley et al. (2015), the algorithms here developed to determine the capacity of the criteria are based only on the results of the application of these criteria to a set of possible alternatives. Instead of searching for outer information about the interaction, this approach leaves, in the pictorial word of Doyle (1995), the data “speak”, free of any extrinsic influence.

The construction of the capacity explores the presence of a principle preference concentration driving the application of the criteria. This principle, consistent with the aversion to uncertainty in the decision process, leads the decision maker to seek the maximization of the ability to discriminate the most preferred alternative. This drives attention to the highest probabilities of choice according to each criterion.

The search for maximization of the distinction of the preferred alternative implies that a criterion or a set of criteria is more important (Grabisch, 1996) for the decision maker the more it is able to point out, from the alternatives among which the choice is processed, one alternative as the preferred one. This corresponds to the belief that, prevented or corrected possible blunders, high evaluations provide more reliable information about the decision priorities than the measurements of lower priorities.

This principle may be grounded on a psychological need of simplifying decisions (Gilovich et al., 2002; Dane & Pratt, 2007). But it may have a more general basis. It may be derived from the disguised presence of determinant factors behind the criteria. There is no explanation for searching a best choice applying the criteria if they do not mirror factors that interact to determine a really best choice. These determinant factors combine in a simpler way to determine the best choice that the decision maker tries to discover digging the observed measurements.

Following this strategy, if a criterion has a clear preference for an alternative, then it will receive a high capacity as a unitary set. Also, if two criteria agree to give high preference for an alternative, even if it is not the most preferred by either of them, their high joint preference for this alternative assigns high capacity to the union of the two unitary sets. And so on, to combine more criteria.

Even when, in the evaluation of subsets of alternatives with low probability of being preferred two criteria point in different directions, if both agree about the alternatives with high probability of being the best, they positively interact in the decision, and their joint information should be given greater importance than that provided by each of them separately. The principle of...
preference concentration increases the measure of the interaction between them because the joint information provided increases the conviction of the decision maker concerned with determining the best alternative. If the contrary happens, we have a negative interaction.

In synthesis, there is positive interaction in the formation of preferences in the case of an agreement between the criteria with respect to which is the best choice and negative interaction in the case of disagreement.

2.1 Interaction and statistical dependence

Interaction has the effect of increasing or decreasing the value that the preference according to a given criterion assigns to other criteria. Thus, interaction is related to the personal aim of the decision maker to choose the best among the available alternatives. On the other hand, statistical dependence is related to the practical processing of this design. If information about dependence is available, it may be used in the process of determining the preference for each alternative according to subsets of criteria, while information about interaction is used to model the relations between the criteria.

There is interaction between two criteria when the preference for an alternative by one of them increases or reduces the importance of the preference for this or any other alternative according to the other. The same applies to groups of criteria, no matter the reason for this influence. Exchangeability, complementarity, substitutability or preferential dependence as defined, for instance, in Marichal (2000), may be such reasons. In this sense is that the presence of interaction modifies additivity in Murofushi & Soneda (1993) and Grabisch (1996).

Statistical dependence is a different subject. It may be present if the assessments of preference by the different criteria are disturbed by random factors that jointly modify the results of the application of the different criteria. Such factors may be found in joint contamination of the generation or the collection of the evaluations of the alternatives. Interaction may be present, even if there is no such statistical dependence in the process of generating the measurements.

The difference between statistical dependence and interaction can be clearly seen in the case of sets of indicators of disjoint events in a probability space. Statistical dependence between them is always negative because the occurrence of any one of the events precludes the occurrence of the other. This does not happen to the concept of interaction, which involves a change of meaning of the indicators when the events are considered together, as the information on their joint nonoccurrence helps the decision maker to choose another alternative. We may rely on the observed data to decide on the presence of interaction between the criteria, but not using the same tools employed to decide on the presence of statistical dependence.

2.2 The Shapley value

A measure of the importance of a criterion in a capacity is given by its Shapley value (Shapley, 1953; Murofushi & Soneda, 1993).
The Shapley value of an element \( c \) of a finite set \( C \) for a capacity \( \mu \) on \( C \) estimates the increase in the capacity of an arbitrary subset of \( C \) when \( c \) is included in it. It is given by

\[
\text{Shapley}(\mu, c) = \sum_{K \subset C \setminus \{c\}} \left[ \#(C \setminus \{c\} \setminus K)!/#(C)! \right] \frac{\mu(K \{c\}) - \mu(K)}{\#(C)}
\]

for \( \# \) denoting the function that associates to each set its cardinality and \( ! \) denoting the factorial.

If \( \mu \) is a probability, \( K \) and \( \{c\} \) being disjoint sets implies

\[
\mu(K \cup \{c\} - \mu(K) = \mu(\{c\}),
\]

so that the Shapley value of any criterion is equal to its probability.

If a criterion tends to present positive interaction with other criteria, its Shapley value will be higher than its individual capacity. The opposite will happen if it tends to interact negatively. Thus, how the Shapley value deviates from the capacity of the criterion measures the importance of its interactions.

### 2.3 Determination of capacities

In multicriteria decision analysis, if additivity can be assumed, the importance of the criteria can be given by a probability function in the space of criteria. A simple rule to determine such probability function, following the principle that the most important criteria for the decision maker are those ablest to select a single alternative as the best, consists in assigning to each criterion a probability proportional to the largest among the probabilities of preference that it assigns to the different alternatives. To satisfy the restriction of sum 1, these maxima will be divided by a constant of proportionality given by the probability of the maximum of the whole set of criteria. In the present case, by additivity, this constant is the sum of the probabilities of the individual criteria.

If additivity is not assumed, a rule is needed to generate, from the evaluations of the set of alternatives by the criteria, not a simple probability, but, with higher generality, a capacity. In that case, the principle of preference concentration leads us to start, as in the case of a probability, making the vector of capacities of the unitary sets proportional to the vector of maxima. The constraint of sum 1 for the values assigned to the unitary sets no longer holds. To bring the range to \([0, 1]\), the capacity of any set, unitary or not, will still be obtained dividing the largest among the probabilities of preference assigned to the alternatives considering the criteria in that set by the largest preference by the set of all the criteria.

Thus, the principle of preference concentration will again, in the case of sets of more than one criterion, determine the capacities of the sets of criteria from the observed probabilities of preference according to each criterion. The interaction between two criteria will be measured by the increase or reduction in the maximum of the probabilities of preference if any one of the two criteria can be applied instead of only one of them.

This is extended from pairs of criteria to pairs of sets of any number of criteria. The comparison now will be between the values of the highest possible probability of preference by criteria of
each set separately and considering the two sets together. The interaction will then be accessed by the difference between the probabilities of maximization of preference by any element of the union of the two sets and by an element of only one of them.

If there is negative interaction in the maximization of preference, the alternatives with maximal preference according to the two sets will not be the same preferred according to each of them separately. On the other hand, if there is positive interaction, the preference will be confirmed and the increase in the probability of preference by that alternative that maximizes preference will reflect that.

The increase in the probability of maximum preference measured in this way does not access in a balanced way the conflict between the positive interaction that would result in the confirmation of the preferred alternative by the two sets and the negative interaction that would bring any of the other alternatives with divergent evaluations to be the jointly preferred alternative. The higher possibility of change from one alternative to any other as the preferred one favors the assessment of negative interaction over the assessment of positive interaction. This explains the need to divide by the constant of proportionality given by the maximum when all the criteria are considered.

### 2.3.1 Formal presentation of the algorithm for the determination of the capacity

Summarizing what is described in the preceding subsection, the algorithm to generate the capacity of any subset \( \{C_{j1}, \ldots, C_{js}\} \) of \( s \) criteria of a set \( C \) of \( m \) criteria employed in the evaluation of a set of alternatives \( \{A_1, \ldots, A_n\} \) consists in the steps described below with the aid of the following notation.

Let \( P_{ij} \) denote the preference by alternative \( A_i \) according to criterion \( C_j \).

Let

\[
P_i(\{C_{j1}, \ldots, C_{js}\}) = 1 - (1 - P_{ij1}) \cdots (1 - P_{ijm}).
\]  

(3)

\( P_i(\{C_{j1}, \ldots, C_{js}\}) \) is the probability, under independence, of the evaluation of alternative \( A_i \) presenting the highest evaluation for at least one of the \( s \) criteria in the set \( \{C_{j1}, \ldots, C_{js}\} \).

Let

\[
P(\{C_{j1}, \ldots, C_{js}\}) = \max_{i \in \{1, \ldots, n\}} P_i(\{C_{j1}, \ldots, C_{js}\}).
\]  

(4)

The capacity of \( \{C_{j1}, \ldots, C_{js}\} \) will be

\[
\text{Capacity} \left( \{C_{j1}, \ldots, C_{js}\} \right) = P(\{C_{j1}, \ldots, C_{js}\}) / P(C).
\]  

(5)

By definition, a capacity on \( C \) is any function \( \mu \) from the set of subsets of \( C \) on \([0, 1]\) such that

for every pair \( \{A, B\} \) of subsets of \( C \) with \( A \subseteq B \), \( \mu(A) \leq \mu(B) \).

(6)
Then to prove that Capacity is, in fact, a capacity on \( C \), it is enough to show that, for every pair of sets of criteria \( A \) and \( B \) with \( A \subseteq B \),

\[
\max_{i \in \{1, \ldots, n\}} P_i(A) \leq \max_{i \in \{1, \ldots, n\}} P_i(B).
\]

(7)

But this will follow immediately from the fact that, for any alternative \( i \), if

\[
A \subseteq B, \ P_i(A) \leq P_i(B).
\]

(8)

2.4 The Choquet integral

The joint preference for an alternative may be computed by a Choquet integral of the function in the set of criteria that relates to each criterion its preference for the alternative. The Choquet integral has been proposed by many authors as an aggregation operator, an adequate substitute to the weighted arithmetic mean to aggregate interacting criteria (Grabisch, 1996; Marichal, 2000; Labreuche & Grabisch, 2006; Gomes et al., 2015).

The Choquet integral of a function \( f \) defined on a set \( C \) of \( m \) elements \( \{C_1, \ldots, C_m\} \) with respect to the capacity \( \mu \) on \( C \) is

\[
C_\mu(f) = \sum_{j=1}^{m} [f(C_{\pi(j)}) - f(C_{\pi(j-1)})] \mu(\{C_{\pi(j)}, \ldots, C_{\pi(m)}\}),
\]

(9)

where \( \pi \) is a permutation of \( \{1, \ldots, m\} \) such that

\[
f(C_{\pi(1)}) \leq \cdots \leq f(C_{\pi(m)}),
\]

(10)

and

\[
f(C_{\pi(0)}) = 0.
\]

(11)

Equivalently,

\[
C_\mu(f) = \sum_{j=1}^{m} f(C_{\pi(j)}) \left[ \mu(\{C_{\pi(j)}, \ldots, C_{\pi(m)}\}) - \mu(\{C_{\pi(j+1)}, \ldots, C_{\pi(m)}\}) \right]
\]

(12)

with

\[
\mu(\{C_{\pi(m+1)}, C_{\mu(m)}\}) = 0.
\]

(13)

In Equation (12), it can be seen that the weight of the criterion according to which the alternative has its higher preference assessment is equal to its individual capacity, while the other criteria have their coefficients increased or decreased according to its higher or lower interaction with those assigning higher preference assessments to the alternative. Thus, the modeling of interaction in the capacity by the principle of preference concentration may combine with the use of the Choquet integral to magnify the score for those alternatives jointly preferred by different criteria. Alternatives with divergent evaluations by criteria with positive interaction have their evaluation...
by the Choquet integral reduced and those with concordant high evaluations by such criteria have
their evaluation increased.

On the other hand, the Choquet integral reduces the influence of preferences of small value by
criteria with negative interactions with the others. By this way, the concentration of preference on
any alternative due to the increase of the capacity of isolated criteria will be eventually attenuated
when the evaluations by the different criteria are combined by the Choquet integral.

Other simple properties of the Choquet integral are:

1. The Choquet integral is idempotent, i.e.,
   \[ C_\mu(f) = a \] (14)

2. The Choquet integral is nondecreasing, i.e.,
   \[ C_\mu(f_1) \leq C_\mu(f_2) \] (15)

3. The Choquet integral is always comprised between min and max.

4. The Choquet integral with respect to a probability coincides with the expected value.

5. The Choquet integral is stable under positive linear transformations.

6. All order statistics, in particular, min, max and median, can be obtained as Choquet
   integrals.

2.5 Simplification of the Choquet integral

Taking into account interactions between sets of any number of criteria may turn the interpreta-
tion of the results of the application of the Choquet integral too complex. To simplify, assump-
tions of k-additivity (Grabisch et al., 2008) may limit to a maximum k the number of criteria that
interact. A more direct simplification may be done by limiting the number of criteria effectively
entering into the computation of the Choquet integral. This is obtained by assigning capacity 1 to
any set of more than a small number q of criteria and, for the sets of at most q criteria, employing,
in the final standardization stage above described, instead of the division by the maximum of the
preferences along all the criteria, the division by the maximum of the preferences by
q criteria.

This implies assuming the absence of positive interaction between sets of more than q criteria
and results in considering, to compose the score of each alternative, only its q or q + 1 highest
probabilities of being preferred by different criteria.

In the Choquet integral, an alternative of high preference according to a criterion with high pos-
tive interaction with the other criteria will have a higher score than if such criterion were nega-
tively correlated with the others. Thus criteria with positive interactions are more important than
their individual capacities imply and the inverse for criteria with dominantly negative interac-
tions. The increase or reduction of importance due to this limitation to sets of small size may be
evaluated by the variation of the Shapley value as different values of q are employed.
2.6 Other Forms of Composition

The approach above developed involves a few choices. Some of these choices are derived from the principle of preference concentration. Others, like the hypothesis of independence in the computation of the initial probabilities or the hypothesis implicit in the choice for the Choquet integral, are essentially derived from the intention to keep a balanced approach to the data. Different assumptions will lead to different paths and different results.

2.6.1 Preference Dilution

A psychological motivation contrary to preference concentration may prevail. A cautious decision maker, instead of preference concentration may wish to value the criteria in the opposite sense. This would be satisfied by assigning to each set of criteria a capacity proportional to the maximum of the probability of not presenting the highest evaluation by at least one of the criteria in the set.

This alternative capacity would be built by, after substituting, in Equation (3), \( 1 - \pi_{k \in \{1, \ldots, s\}} P_{ijk} \) for \( 1 - (1 - P_{ij1}) \ldots (1 - P_{ij s}) \), following the same maximization and standardization steps above described.

A comparison of the results of the application of these two approaches may be used in a sensibility analysis. Other forms of composition may also be evaluated by the position of the results they generate compared to the results obtained applying the composition based on each of these two principles.

2.6.2 Maximal Dependence

The hypothesis of independence in the formulations above developed follows from the assumption that suitable controls rule the process of data collection. Independence is recommended to pursue in the design and application of the criteria, as the data collected are naturally read as independent. If there is any reason to believe in the presence of a particular form of statistical dependence, the computation may take it into account.

In practice, the presence of more complex forms of dependence must be precisely identified to justify modifications in the treatment of the observed assessments. In fact, the hypothesis of independence, by giving equal relevance to the assessments by all the criteria, tends to provide a robust approximation. On the contrary, a simpler hypothesis of maximal dependence, for instance, would lead to disregard the numerical values of the smaller \( P_{ijl} \). Whenever this hypothesis might be accepted, it would justify replacement, in Equation (3), of \( 1 - (1 - P_{ij1}) \ldots (1 - P_{ij s}) \) by \( \max_{1 \in \{1, \ldots, n\}} P_{ijl} \).
2.6.3 Generalized Additive Independence

After determining the capacities, another approach to the composition of the preferences according to the different criteria that would take into account the interactions between the criteria but would not explore the preference concentration implicit in the use of the Choquet integral might be derived from application of the assumption of GAI.

The absence of interaction implies that the global preference between any two alternatives is determined by their preferences according to the isolated criteria. This concept can be generalized to sets of criteria. The property of GAI holds for a family of sets of criteria $C_{Z1}, \ldots, C_{Zg}$, not necessarily disjoint, if and only if the global preference between any two alternatives is determined by the preferences according to these sets. In the case of GAI, it can be shown (Bacchus & Grove, 1995) that the global preference for alternative $i$ with respect to the capacity $\mu$ is given by

$$G_{\mu}(i) = \sum_{h=1}^{g} P_i(C_{Zh}) \mu(C_{Zh}),$$

(16)

for all family of sets of criteria $\{C_{Z1}, \ldots, C_{Zg}\}$ GAI with respect to $\mu$ such that

$$\bigcup_{h=1}^{g} C_{Zh} = C$$

(17)

It may happen that the decision maker does not wish to benefit from the concentration feature of the Choquet integral. Then, once established GAI for sets of at most $q$ criteria, the procedures above proposed may be used to derive the capacity and the probabilities of preference for each alternative by sets of that size and the global preferences can be obtained applying Equation (16) with a relatively small set of summands.

3 APPLICATIONS

This section shows how the principle of preference concentration may be applied in different decision problems. The first application is limited to the assignment of importance to criteria and out of the context of criteria composition. It is designed to show only how the psychological motivation for preference concentration works and that this motivation keeps coherence with the practice in a special case. The application of the principle to the choice between three criteria is employed in the context of the Ellsberg problem. The preference to decide by comparing maximum expected value, which is the criterion indicated by preference concentration, leads to the behavior observed in practice.

The main objective of the other two applications is to demonstrate the viability of the three steps procedure above presented and the consistency of the results obtained in different contexts. The second centers in the construction of a capacity in a numerical example of choice between two and three alternatives according to three criteria. The first step is simplified, with the probabilities of preference used in the probabilistic composition assumed previously known. The second step, of derivation of the capacity, is developed in detail. In the third step, of the final composition of the preferences taking into account the interactions measured in the previous step, it is discussed.
how the Shapley value may be employed to evaluate the possibility of simplifying the computation of the Choquet integral by reducing the size of the sets for which the possibility of positive interaction between criteria is allowed.

The third application is to a real life situation of ranking students on the basis of their grades. In this application, the first step is completely described, with the use of the triangular distribution in the modeling of the probabilities of being the best according to each criterion. Interesting to notice in this application is the proximity of the results obtained to those obtained by Kojadinovic (2004) building the capacity on the basis or the principle of entropy maximization.

The third application is to a real life situation of ranking students on the basis of their grades. In this application, the first step is completely described, with the use of the triangular distribution in the modeling of the probabilities of being the best according to each criterion. Interesting to notice in this application is the proximity of the results obtained to those obtained by Kojadinovic (2004) building the capacity on the basis or the principle of entropy maximization.

3.1 Application of the Principle of Preference Concentration to the Ellsberg Problem

The aversion to uncertainty in decision-making represented by the principle of preference concentration leads to the assignment of higher importance to the criteria that more clearly highlight the best alternatives. In this first application, it is applied to explain the preference for one among three criteria that may be employed in the choice known as the paradox of Ellsberg (Ellsberg, 1961; Aerts et al., 2014).

The problem of Ellsberg is a simple problem for which the decision makers give contradictory answers. It can be formulated with 3 balls in an urn. One of the balls is red and the other two are equally likely to be blue or yellow. Asked to choose the color of the ball that will be drawn from the urn, the majority chooses the first. But, if people are given the right to bet on two different colors, the preference is for the pair formed by the other two. This change in the proposition of the problem with the addition of a second color to the first option can be seen as the presentation of the same options in the inverse form, as the choice of one color is equivalent to the rejection of the other two. But it can be seen that the two problems are not the same if due attention is given to the importance that has for the decision maker the possibility of being able to discern the best option.

The two problems may be put in terms of finding the best criterion, with the criteria formulated as functions of the expected value of each option under the admitted hypotheses about the distribution of colors.

The principle of preference concentration leads to value a criterion by its ability to strengthen the conviction about which is the best option. It is applied here to compare three criteria, based respectively in evaluating the three options by the minimum ($C_1$), the mean ($C_2$) and the maximum ($C_3$) expected value, calculated for the three possible probability distributions in the state space of the experiment of drawing one of the three balls from the urn.
These three probability distributions, with equal prior probabilities, are:

\[ H_1 \text{ there are, in the urn, two yellow balls;} \]
\[ H_2 \text{ there are, in the urn, two blue balls;} \]
\[ H_3 \text{ there are, in the urn, a blue and a yellow ball.} \]

In the first problem, the choice is between three events: \( A_1 \): a red ball is drawn, \( A_2 \): a blue ball is drawn, \( A_3 \): a yellow ball is drawn. In the second, between the three complementary events: \( A_4 \): a red ball is not drawn, \( A_5 \): a blue ball is not drawn, \( A_6 \): a yellow ball is not drawn.

\( A_2 \) and \( A_3 \) – and consequently, \( A_5 \) and \( A_6 \) – are clearly equivalent.

Then the two problems are determined by the conditional probabilities:

\[
P(A_1|H_1) = P(A_1|H_2) = P(A_1|H_3) = 1/3, \quad (18)
\]
\[
P(A_2|H_1) = 0, \ P(A_2|H_2) = 2/3, \ P(A_2|H_3) = 1/3. \quad (19)
\]

Below follows the evaluations of the three options by the three criteria.

\[ C_1 \text{ – minimum expected value:} \]
\[ C_1(A_1) = P(A_1|H_1) = P(A_1|H_2) = P(A_1|H_3) = 1/3 \text{ and} \]
\[ C_1(A_2) = C_1(A_3) = P(A_2|H_1) = 0 \]
\[ C_1(A_4) = 1 - C_1(A_1) = 2/3 \text{ and} \]
\[ C_1(A_5) = C_1(A_6) = 1 - P(A_2|H_2) = 1/3. \quad (20)
\]

\[ C_2 \text{ mean expected value:} \]
\[ C_2(A_1) = \sum_i P(A_1|H_i)^*P(H_i) = 1/3. \quad (22)
\]
\[ C_2(A_3) = C_2(A_2) = \sum_i P(A_2|H_i)^*P(H_i) \]
\[ = 0^*1/3 + 2/3^*1/3 + 1/3^*1/3 = 1/3. \quad (23)
\]
\[ C_2(A_4) = 1 - C_2(A_1) = 2/3. \quad (24)
\]
\[ C_2(A_6) = C_2(A_5) = 1 - C_2(A_2) = 2/3. \quad (25)
\]

\[ C_3 \text{ maximum expected value:} \]
\[ C_3(A_1) = P(A_1|H_1) = P(A_1|H_2) = P(A_1|H_3) = 1/3. \quad (26)
\]
\[ C_3(A_2) = C_3(A_3) = P(A_2|H_2) = 2/3. \quad (27)
\]
\[ C_3(A_4) = 1 - C_3(A_1) = 2/3. \quad (28)
\]
\[ C_3(A_5) = C_3(A_6) = 1 - P(A_2|H_1) = 1. \quad (29)
\]
The application of the principle of preference concentration leads to discarding \( C_2 \), for both problems, because it presents a tie between the three options. \( C_3 \) will also be less valued than \( C_1 \) because it leads to a tie between two preferred options, while \( C_1 \) points to a best option. This preferred option is that one preferred by the majority of people facing the Ellsberg problem.

Taking the expected gain as the basis to decide, an infinite continuum of criteria exists. The comparison of the three here considered is enough to show how the motivation for preference concentration favors the criteria that result in the choices observed in practice.

Similar problems, formulated in a context where asymmetry between gains and losses is conceivable, admit explanations for the preference to decide by maximizing the minimum expected value based on the prevalence of aversion to losses against attraction to gains (Kahneman & Tversky, 1984; McFadden et al., 1999). But in the Ellsberg urn gains and losses are interchangeable.

### 3.2 Numerical Example

For a simple numerical example, let us consider a case of only two alternatives. Three criteria, say, Severity \((S)\), Occurrence \((O)\) and Undetectability \((D)\), are applied, and the probabilities of preference are those in Table 1.

<table>
<thead>
<tr>
<th></th>
<th>( S )</th>
<th>( O )</th>
<th>( D )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alternative1</td>
<td>0.6</td>
<td>0.2</td>
<td>0.6</td>
</tr>
<tr>
<td>Alternative2</td>
<td>0.4</td>
<td>0.8</td>
<td>0.4</td>
</tr>
</tbody>
</table>

If the composition of the preferences is made by weighted average with the weights determined by the principle of preference concentration, these weights, proportional to the maxima 0.6, 0.8 and 0.6, will be 0.3, 0.4 and 0.3. The scores will then be 0.44 for Alternative1 and 0.56 for Alternative2, and Alternative2 will be chosen.

To build a capacity on the space of criteria that takes into account the possible interactions, the first step is to determine the probabilities of preference by at least one of the elements of the sets of two and three criteria. These probabilities are given in Table 2.

<table>
<thead>
<tr>
<th></th>
<th>( {S,O} )</th>
<th>( {S,D} )</th>
<th>( {O,D} )</th>
<th>( {S,O,D} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alternative1</td>
<td>1-0.4*0.8=0.68</td>
<td>1-0.4*0.4=0.64</td>
<td>1-0.8*0.4=0.68</td>
<td>1-.4*.8*.4=0.872</td>
</tr>
<tr>
<td>Alternative2</td>
<td>1-0.6*0.2=0.88</td>
<td>1-0.6*0.6=0.64</td>
<td>1-0.2*0.6=0.88</td>
<td>1-.6*.2*.6=0.928</td>
</tr>
</tbody>
</table>

Table 3 presents the capacities derived from the largest probabilities in Table 2, for the values of \( q \) of 2 and 3.
The final scores obtained for the two alternatives applying the Choquet integral with respect to the capacities in Table 3 are, for Alternative1, 0.575 and 0.582 for $q = 3$ and 2, respectively, and, for Alternative2, 0.750 for $q = 3$ and 0.764 for $q = 2$. Thus, the decision is still the same reached under the assumption of null interaction, as the composed score for Alternative2 is always higher than the composed score for Alternative1, whatever the choice of $q$.

The Shapley values for the criteria are 0.302, 0.396 and 0.302, respectively, for $q = 3$, and 0.288, 0.424 and 0.288, respectively, for $q = 2$. These values are close to the probabilities 0.3, 0.4 and 0.3, and, considerably lower when compared to the individual capacities in Table 2. They are similar for $q = 2$ and $q = 3$, signaling that the interactions between pairs of criteria are more important than the interactions of each criterion with the pair of two other criteria.

It may be interesting to notice that this result is due to the preference for Alternative2 by Occurrence being relatively higher than the preference for Alternative1 by Severity or by Undetectability. In fact, if, for instance, the value of the probability of preference for the preferred alternative is the same for the three criteria, then the joint preference would go for Alternative1.

In that case, even if the preference assigned to the preferred alternative is close to the other, the principle of preference concentration would turn the final preference to Alternative1, because it is preferred by two criteria. For the values of 0.501 and 0.499, the composed scores will differ by 0.0001, for $q = 3$, and 0.007, for $q = 2$. This difference will gradually increase as the differences between the initial probabilities of preference increase. For preferences of 5/6 for the preferred alternative and 1/6 for the other, the final scores for Alternative1 will be 0.832 for $q = 3$ and 0.611 for $q = 2$.

Let us consider now the addition of a third alternative, Alternative3, which absorbs part of the preference for the preferred alternative according to each criterion. If it absorbs also part of the preference for the other alternative and, consequently, the maximal probabilities of preference do not change, no considerable change will appear in the Choquet integrals. If the preference for Alternative1 is reduced from 0.6 to 0.5 in Severity and Undetectability, and the preference for Alternative2 by Occurrence is reduced from 0.8 to 0.6, with the transference of 0.1 and 0.2, respectively, to Alternative3, the final scores still favor Alternative2. Nevertheless, a change that shows the importance kept by secondary preferences is obtained if the probabilities of 0.4 and 0.1 of the second and third positions according to Severity and Undetectability are switched between Alternative2 and Alternative3. Table 4 presents the resulting capacities for this case.

### Table 3 – Capacities for different values of $q$ derived from preferences for two alternatives.

<table>
<thead>
<tr>
<th></th>
<th>$S$</th>
<th>$O$</th>
<th>$D$</th>
<th>${S, O}$</th>
<th>${S, D}$</th>
<th>${O, D}$</th>
<th>${S, O, D}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$q = 3$ Maxima</td>
<td>0.6</td>
<td>0.8</td>
<td>0.6</td>
<td>0.88</td>
<td>0.84</td>
<td>0.88</td>
<td>0.928</td>
</tr>
<tr>
<td>$q = 3$ Capacities</td>
<td>0.647</td>
<td>0.862</td>
<td>0.647</td>
<td>0.948</td>
<td>0.905</td>
<td>0.948</td>
<td>1</td>
</tr>
<tr>
<td>$q = 2$ Maxima</td>
<td>0.6</td>
<td>0.8</td>
<td>0.6</td>
<td>0.88</td>
<td>0.84</td>
<td>0.88</td>
<td>1</td>
</tr>
<tr>
<td>$q = 2$ Capacities</td>
<td>0.682</td>
<td>0.909</td>
<td>0.682</td>
<td>1</td>
<td>0.955</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>
Table 4 – Capacities for different values of \( q \) derived from preferences for three alternatives.

<table>
<thead>
<tr>
<th>( q = 3 ) Maxima</th>
<th>( S )</th>
<th>( O )</th>
<th>( D )</th>
<th>( {S,O} )</th>
<th>( {S,D} )</th>
<th>( {O,D} )</th>
<th>( {S,O,D} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.64</td>
<td>0.75</td>
<td>0.64</td>
<td>0.8</td>
<td></td>
</tr>
<tr>
<td>( q = 3 ) Capacities</td>
<td>0.625</td>
<td>0.75</td>
<td>0.625</td>
<td>0.8</td>
<td>0.9375</td>
<td>0.8</td>
<td>1</td>
</tr>
<tr>
<td>( q = 2 ) Maxima</td>
<td>0.5</td>
<td>0.6</td>
<td>0.5</td>
<td>0.64</td>
<td>0.75</td>
<td>0.64</td>
<td>\n</td>
</tr>
</tbody>
</table>

With respect to Table 2, Table 4 shows not only a reduction in the relative importance of Occurrence when the criteria are considered alone but, also, in the capacities of the pairs of criteria, with a considerable gain for the pair \{Severity, Undetectability\}.

Assuming additivity, the weights will be 0.3125, 0.375 and 0.325, for Severity, Occurrence and Undetectability with scores of 0.3875, 0.2875 and 0.325 for Alternative1, Alternative2 and Alternative3, respectively. The Choquet integrals with respect to the capacities in Table 4 will give a small advantage to Alternative1 for \( q = 3 \), while a tie happens for \( q = 2 \). The scores will be 0.48125, 0.475 and 0.3875, for \( q = 3 \), and 0.5, 0.5 and 0.4 for \( q = 2 \). For \( q = 3 \) and \( q = 2 \), the Shapley values are again very similar, with approximate values of 0.335, 0.330 and 0.335, confirming the reduced effect of disregarding the interaction of more than two criteria.

3.3 Comparison to entropy maximization

The principle of preference concentration differs from that principle followed in the approach proposed by Kojadinovic (2004), which measures the capacity by the information, in the sense of Shannon (1948) or Rényi et al. (1960), contained in the distribution of preferences. This information is estimated by Kojadinovic (2004) by means of the relation between the entropy in the matrix of the assessments of preference according to the criteria in the set and the entropy in the matrix of all the available assessments of preference. This makes the capacity of a set larger as the distribution of the evaluations according to the criteria in the set spreads more uniformly along the alternatives. Especially, in the case of unitary sets, the capacity of a single criterion increases with the uniformity in the assessments of preference according to the criterion. The principle of preference concentration, differently, leads to assign a larger capacity to those criteria with a higher ability to discriminate the best alternative.

A problem of ranking by the Choquet integral with respect to a capacity whose interaction between criteria is determined on the basis of the information measure contained in the matrix of preference distributions is studied by Kojadinovic (2004). The performances of 89 students in 5 subjects, English (Eng), Computer Science (Com), Algebra (Alg), Analysis (Ana) and Physics (Phy), are compared. The initial figures are the grades of the students, given by integers in a range from 0 to 20. These grades are linearly brought to values between 0 and 1, translating to 0 the lowest and to 1 the highest observed value in each subject. The same data are here analyzed, treating these values as modes of triangular distributions with extremes at 0 and 1.
First, composition by weighted average, with the weights determined by preference concentration assuming additivity, was performed. Then the capacity was derived and scores composed by the Choquet integral were computed. Both forms of composition selected as the best joint performance that of Student 41. This is the same result obtained applying the Choquet integral with respect to the capacity built following the rule of maximization of entropy measured by Shannon information.

The probabilities of maximization of the grades in each subject and the composition by the Choquet integral were obtained using the software R (Venables WN & the R Development Core Team, 2015). The kappalab package (Grabisch et al., 2008) of R was used in the computation of the Choquet integrals.

Table 5 shows the capacities of the 30 sets of criteria of 1 to 4 elements derived from the probabilities of maximization. The values in Table 5 were obtained for $q = 5$. Capacities and final scores close to those were obtained for the other possible values of $q$. The rank correlation coefficients of the scores by the Choquet integral with the capacity obtained with $q = 5$ and those obtained with other values of $q$ are above 0.99.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Eng</td>
<td>0.39</td>
<td>0.48</td>
<td>0.62</td>
<td>0.63</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Com</td>
<td>0.42</td>
<td>0.52</td>
<td>0.50</td>
<td>0.99</td>
<td>0.64</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alg</td>
<td>0.43</td>
<td>0.44</td>
<td>0.63</td>
<td>0.55</td>
<td>0.64</td>
<td>0.90</td>
<td></td>
</tr>
<tr>
<td>Ana</td>
<td>0.37</td>
<td>0.51</td>
<td>0.55</td>
<td>0.90</td>
<td></td>
<td>0.58</td>
<td></td>
</tr>
<tr>
<td>Phy</td>
<td>0.45</td>
<td>0.55</td>
<td>0.89</td>
<td>0.94</td>
<td></td>
<td>0.84</td>
<td></td>
</tr>
</tbody>
</table>

The concordance between the decision by the Choquet integral with respect to the capacity determined by maximizing entropy and by preference concentration may be explained by the occurrence in this kind of data of high consistency in the performance in the different school subjects for most students. This reduces the variability of the entropy along the matrices.

Some differences can nevertheless be noticed. For instance, although there is no large difference between the capacities of the unitary sets, all around 0.38 in the capacity determined by Shannon entropy and ranging from 0.37 to 0.43 in the capacity determined by the principle of preference concentration, there is a considerable difference between the vectors of Shapley values, presented in Table 6. While the entropy maximization brings again considerably uniform Shapley values, the principle of preference concentration applied to the probabilities of maximization produces a capacity with higher Shapley values for the subjects of Algebra and Physics. The increase in the importance given to the sets where these two criteria appear together can also be noticed in...
Table 5. The difference in the Shapley values increases the chance of different compositions rules being able to lead to different results.

<table>
<thead>
<tr>
<th>Table 6 – Shapley values for school subject grades.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>Concentration</td>
</tr>
<tr>
<td>Entropy</td>
</tr>
</tbody>
</table>

4 FINAL COMMENTS

The principle of preference concentration explains the decision maker behavior in different situations. The adoption of this principle provides a new angle from which information about preferences can be collected. Its application to multicriteria decision analysis provides support for a framework to combine preferences by Choquet integrals based on the automatic construction of capacities on the set of criteria.

The resulting composition by the Choquet integral with respect to capacities determined by unsupervised algorithms highlights those alternatives preferred by the criteria considered, avoiding externally interfering with the modeling of the relations between them. Besides, it propitiates a better understanding of the relative importance of each criterion for setting the preferences, both by the capacity allocated to the criteria isolated and by their Shapley values.

The prevalence of this principle must face the test of reality in varied situations along time. The approach here developed to multicriteria decision aid must be compared to methodologies based on other forms of determining weights and of measuring interactions, and especially to other forms of composition that may be developed to avoid the difficulties of finding the right weights and interactions.

This approach overrides a classical view that the decision maker might act successively, first objectively deciding on weights for the criteria and, after that, independently applying each criterion to evaluate the alternatives. It considers that, when the decision maker applies the criteria, the probabilistic preferences among the alternatives inform also on subjective preferences among the criteria. For instance, if a criterion has low importance for the decision maker, the variance in the probabilistic preferences for each alternative according to this criterion may place the alternatives closer to each other than the probabilistic preferences according to other criteria that the decision maker evaluates as more important.

Developments are welcome in the management of the application of the approach here proposed to different practical decision problems. For instance, forms of computation of the initial joint preferences under different assumptions and determination of numerical bounds for statistical dependence may be useful.

Further developments may be the comparison of the application of the principle of preference concentration with the application of other principles that may drive the assignment of impor-
tance to the criteria, like that of preference dilution, and the comparison of the Choquet integral with other composition rules, like that based on generalized additive independence. It would be of practical interest to evaluate the suitability of the application of different principles and of different composition rules to different real conditions of interaction.

This work is based on the belief that the information about the relative importance of multiple criteria derived from data generated when the criteria are applied may be more reliable than that obtained when preferences about the criteria are elicited in abstract comparisons. This is a theoretical contention that should also be subject to further investigation.
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