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PLUS ÇA CHANGE, PLUS C'EST LA MÊME 
CHOSE

In 1572, a single data point, Tycho’s Supernova, showed that contrary to the accepted paradigm at 
the time, the heavens did indeed change (Wootton , 2015). Less than 40 years later, in 1610, Galileo 
Galilei published his sensational findings in Sidereus Nuncius, a short treatise that demonstrated 
the existence of stars not seen by the naked eye and revealed the nature of the Milky Way (Galilei, 
1610).  Since then, data analysis has been central to scientific research and examples of its use 
in solving important and difficult problems have multiplied. At the age of 24, Carl Friedrich Gauss 
(1809) used least squares to correctly predict Ceres’ position in 1801 after it emerged from behind 
the Sun’s glare. A simple spatial analysis identified the source of the Broad Street cholera outbreak 
in London in 1854 (Snow, 1855). Between 1856 and 1863, careful estimation of frequencies allowed 
Gregor Mendel (1866) to determine the basic rules of heredity of physical traits in plants. In the late 
1940’s, a large retrospective study led by Richard Doll and A. Bradford Hill (1950) demonstrated the 
strong link between smoking and lung cancer.

The steady development and refinement of new statistical methods after 1880 by Galton, 
Student, Fisher, and others allowed for a broader range of applications of data analysis methods 
in industry and business. Ideas and methods developed and popularized by Shewhart, Deming, 
and others made statistical quality control an integral part of the industrial manufacturing process. 
This also incorporated the use of modern experiment design after the war. Inexpensive computing 
power, automated data collection, and the development of some general and flexible data analysis 
software—especially R, which is both comprehensive and free—greatly expanded the spectrum 
of applications. Consequentially, the era of “Big Data” was born. If much of what is published in 
the press is to be believed, Big Data will solve critical problems in areas as disparate as medical 
diagnostics, credit evaluation, weather forecast, and facial recognition. We will have much better 
products and services along with a much deeper understanding of physical and cultural processes 
as a result of ever larger data sets and the modern computer’s intensive methods.

While making predictions is a difficult business, I am sure the key issues we will face in applying 
statistical analysis methods to business problems in the era of Big Data will continue to be the 
same ones we have been dealing with for decades. Data analysis still is about information, insights, 
and conclusions. Data is used to tell a story; analytical thinking is required in the evaluation of the 
relationship between data and conclusions. In regard to that evaluation, the three big challenges, 
in order of importance, have been and will continue to be overstating statistical significance; lack 
of reproducibility; and the avoidance of providing exact answers, but to the wrong questions.

Statistical significance is viewed by many as the gold standard. Significance, simply put, 
is the probability that an observed set of observations is the result of random fluctuation. If the 
calculated value is small—usually less than 5%—one is led to believe that some factors must exist 
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that explain the non-random behavior. Behind the calculation of 
the p-value (the usual measure of significance), there is always 
a complex process of study design, data collection, and data 
analysis, including model selection. The level of significance 
claimed is only accurate if all the elements of the process are done 
well and if the model chosen provides a reasonable description of 
reality. However, this is rarely the case. The situation is particularly 
dire in the business context where the models used can be very 
complex. These intricate models are typically regression models 
with several explanatory variables where the relationships with 
the response are assumed to be linear and the calculation of the 
estimated coefficients’ significance is frequently meaningless. 
Poor design and flawed data collection only add to the troubles. 
The problem is so serious that a large movement to demote or 
even eliminate p-values has gathered much support among 
statisticians (McShane, Gal, Gelman, Robert, and Tackett, 2019).

The second big problem with data analyses is that many—
perhaps a majority—are not reproducible (Ioannidis, 2005). 
The most common cause is one or more flaws in the design of 
the investigation, be it an experiment or a survey. Flaws in the 
data collection process, use of inappropriate methods, and 
fraud are also common occurrences that invalidate studies. In 
scientific research, studies can be re-done and some degree 
of self-correction can be achieved. The problem is much more 
serious within industry environments where business decisions 
are frequently data-driven and time sensitive, making replication 
very rare. A poorly carried out market or feasibility study can have 
costly consequences. Remember Apple’s Newton platform?

The third problem might be the most serious and the 
most difficult to address. John Tukey (1962) used to say that “an 
approximate answer to the right question is worth a great deal 
more than a precise answer to the wrong question.” The classical 
story, told numerous times by statisticians everywhere (or “data 
scientists” in modern parlance), but even more frequently in the 
corridors of the Department of Statistics at Columbia University, is 
about the reinforcement of British planes used in the bombings 
of Germany late in the Second World War. A large proportion of 
the planes were lost due to the German anti-aircraft fire and 
accordingly the decision was made to bolster them with armor. 

The most important concern to address for those on this project 
was which location was the best place to put the additional armor. 
The returning planes were carefully examined, and a proposal was 
made to put the extra armor in the areas that had received the 
most damage by fire. Interestingly, it would have proved to be a 
fatal mistake if this decision had been carried out. The correct 
variable that should have been reviewed was not regarding the 
planes that could be examined, but about the planes that had 
not returned. Fortunately, Abraham Wald cleverly suggested that 
perhaps areas where the returning planes were unscathed were 
those that should have been reinforced.

Data sets, even those with terabytes of records, are merely 
the raw material of knowledge. Today, almost everything can be 
monitored and measured but the key challenge continues to be 
our ability to use and analyze these data sets and to make sense 
of them in order to tell the real story.
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