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ABSTRACT: This article proposes an automatic method for classification of cured tobacco leaves. Typically this process is performed manually, allowing the occurrence of human errors. In addition, the existence of an automated comparative procedure, helping to perform the classification, can make this process faster and more transparent. In order to implement the method, non-invasive to the agricultural product, 250 samples of Virginia tobacco digital images in the RGB and HSV color models were analyzed. The validation of the method was carried out using partial least squares (PLS) and artificial neural network (ANN), presenting a qualitative and quantitative analysis of both tools. It has been verified that the PLS can be applied to this method, as it has a shorter computational time, better suiting a real-time process. It can be verified that the ANN obtained better prediction results. Both methods employed had better results when adopting the RGB color model, reaching coefficient of determinations of 68 and 96% for the PLS and ANN methods, respectively.
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Proposta de método computacional automatizado para apoio à classificação de tabaco Virginia

RESUMO: Este artigo propõe um método automático para classificação de folhas de tabaco curado. Tipicamente este processo é realizado de modo manual, possibilitando erros humanos. Aliado a isso, a existência de um procedimento comparativo automatizado, auxiliando na realização da classificação, poderá tornar tal processo mais rápido e transparente. Para a implementação do método, não invasivo ao produto agrícola, analisou-se 250 amostras de imagens digitais de tabaco Virginia nos modelos de cores RGB e HSV. A validação do método foi desenvolvida empregando ferramentas de quadrados mínimos parciais (QMP) e rede neural artificial (RNA), apresentando uma análise qualitativa e quantitativa de ambos as ferramentas. Verificou-se que a técnica de QMP pode ser aplicada para este método, pelo fato de possuir um tempo computacional menor, adequando-se melhor a um processo em tempo real. Pode-se constatar que o método por RNA obteve melhores resultados de predição. Ambos os métodos empregados, tiveram melhores resultados adotando o modelo de cor RGB, atingindo coeficientes de determinação de 68 e 96% para o método de QMP e RNA, respectivamente.
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INTRODUCTION

The use of data analysis methods coupled with image processing has been the subject of several studies focusing on the extraction of object characteristics. Carlinet & Géraud (2015) present a method of hierarchical construction of representations, applied in the processing of images referring to documents, meteorology, medicine, among others. Ji (2012) proposes a method that improves the robustness of the independent component analysis by adding an outlier rejection rule to solve problems in analysis of images generated by synthetic-aperture radar. Kucheryavsky (2013) discusses the discrimination of objects in hyperspectral images, through the detection of patterns and performing quantitative evaluations. Zhao et al. (2009) used spectral imaging technology to determine the apple firmness.

In the processing of tobacco, its leaves are cured in an oven with controlled temperature and humidity, resulting in a color with the following characteristic shades (Matei et al., 2014): (i) L (lemon) - leaves with lemon shade, allowing brownish spots that occupy up to 50% of their surface; (ii) O (orange) - leaves of orange shade, allowing brownish spots that occupy up to 50% of their surface; (iii) R (reddish) - leaves in which the light brown to dark color occupies more than 50% of their surface. Evaluation at the time of the purchase of tobacco in the industry establishes the values to be paid for every 15 kg of the product, and color is an important characteristic to be assessed.

This article proposes a tool for classification of Virginia tobacco using techniques that integrate digital image processing (Gonzalez & Woods, 2008) with multivariate analysis (Hair Junior, 2009; Juneau et al., 2015) and data mining (Martínez-Álvarez et al., 2015). Hence, the objective is to support specific processes of classification that occur in tobacco processing industries during the purchasing process.

MATERIAL AND METHODS

Figure 1 illustrates the methodology proposed in this study to support and optimize tobacco classification. Samples of images of Virginia tobacco bales are captured by a digital camera (MAKO-G125C model, Allied Vision manufacturer) installed in the processing. This camera is fixed at a 1.5 m height from the conveyor belt, so as to ensure a constant distance between the camera lens and the product, avoiding disturbances in the capture. From this, a set of computational processes are applied in order to treat the captured images and allow automatic classification of the product. After the classification, stocking procedures begin.

The image-capturing structure remains located before the step of classification by the evaluator, which takes the photograph. The captured images are subsequently stored in bitmap format, with a resolution of 24-bit intensity and dimensions of 500 x 550 pixels, resulting in a size close to 600 kilobytes and approximate measurements of 17 x 19 cm. The environment in which the camera was inserted has lighting controlled at 1600 Lux, for uniform acquisition of digital images, causing the figures to have unchanged luminance levels, besides color temperature of 5000 K, keeping the environment as close as possible to natural light.

After capturing the images, they are subjected to the treatment of extraction of the characteristics according to the RGB (Red Green Blue) and HSV (Hue Saturation Value) standards. In this case, each image was subjected to a central ROI (Region of Interest) of 128 x 128 pixels, with dimensions of 3.4 x 3.8 cm. This size was used to make the processing more efficient, without losing information needed for analysis. Once this treatment was performed, software programs were employed in the classification and quantification of elements from the digital images acquired. A total of 250 images of tobacco were processed.

Subsequently, multivariate analysis and data mining tools were applied to verify possible samples considered as outliers. This verification used the multivariate calibration by the partial least squares (PLS) method (Prats-Montalbán et al., 2011). In this analysis, the samples of the images of tobacco bales were randomly divided into 2/3 for training (process in which samples are related to values indicated by human specialist) and 1/3 for validation (process in which the remaining samples have their values automatically assigned by the system). The division of samples was assisted by the algorithm Kennard-Stone (KS) (Kennard & Stone, 1969), which acts by selecting two samples with the longest Euclidean distance of the coordinates from each other, in a given space. The calculation of this distance for the RGB values extracted in the matrices of the images can be verified as follows (Wehrens, 2011).

\[
d(P_1, P_2) = \sqrt{(R_1 - R_2)^2 + (G_1 - G_2)^2 + (B_1 - B_2)^2}
\]

where:
\[
d(P_1, P_2) - \text{Euclidian RGB distance between point 1 and point 2};
\]

Figure 1. Proposed methodology

For each remaining sample, the minimum Euclidean distance of the selected samples is calculated. After that, the samples with the longest minimum Euclidean distances are withdrawn, and the process is repeated until a certain number of samples are selected, according to the number of validations and training (Ji, 2012). For the HSV conversion process, the calculations are carried out according to the following equations (Helfer et al., 2015):

\[
H = \begin{cases} 
60\times \frac{(G-B)}{(M-m)}, & \text{if } M = R \\
60\times \frac{(B-R)}{(M-m)} + 120, & \text{if } M = G \\
60\times \frac{(R-G)}{(M-m)} + 240, & \text{if } M = B 
\end{cases} 
\]

(2)

\[
S = \begin{cases} 
(M-m), & \text{if } M \neq 0 \\
0, & \text{if } M = 0 
\end{cases} 
\]

(3)

\[V = M\]

(4)

where:

- \(H\) - (hue) color perception;
- \(M\) - highest value of RGB color component;
- \(m\) - lowest value of RGB color component;
- \(S\) - (saturation) amount of gray in the color; and,
- \(V\) - (value) color brightness.

In the equations above, \(M\) and \(m\) respectively define the highest and lowest values of RGB color components.

The values to be interpreted by the analysis tools were obtained using the proposed color models. For the RGB model, the first two components (PC1 and PC2) reached 93.54% of the total variance of the samples, and thus the clusters defined by the colors of their classes were generated. In other words, red color was used for “O”, green color was used for “L”, and blue color was used for “R”. For the HSV model, the principal components PC1 and PC2 explain 98.27% of the variance of the samples, and their clusters separated in a similar way to that applied to the RGB model. These results can be seen in Figure 2.
According to the discrimination of the data of the samples, it is possible to generate, after analysis of the outliers, well-defined clusters, favoring the data to create the model of multivariate calibration by PLS. Hence, 161 total samples were used in the software program for RGB and HSV analysis, with equivalences of classes around 20% for “L”, 36% for “O” and 44% for “R”; these values were generated simultaneously, according to the tobacco purchase demand at the time of the procedure.

After analysis in the PCA model, the multivariate analysis software CHEMOSTAT® is applied to generate the PLS, in which the images of tobacco bales are imported from the database. Then, the matrices with the values of the RGB histogram of each image are extracted. With the original data matrix, the Kennard-Stone algorithm was applied, generating 108 samples for training and 53 samples for validation. Subsequently, the regression method was applied to obtain the 3 color classes.

In order to enable the interpretation of the analysis software, values ‘1’ are assigned to the samples belonging to their respective classified color, and values ‘0’ are assigned to the cases in which the sample does not match its class. As exemplified in Table 1, 6 examples of training samples are presented, from the 108 total.

After inserting all the data for the classification of the training samples, the trained data was analyzed, generating the results for each color model, according to Table 2.

For the RGB color model, it is possible to note the correlations of the colors of trained samples. Coefficients of determination higher than 98% for each color trained, root mean squared error of calibration (RMSEC) lower than 0.06, and root mean squared error of cross-validation (RMSECV) ranging from 0.3894 to 0.1881 were obtained. On the other hand, the training of samples in the HSV model resulted in coefficients of determination of 43, 16.05 and 77.06% for the sequence of colors “L”, “O” and “R”. The RMSEC showed a variation between 0.4424 and 0.2387, in addition to the RMSECV of 0.2894. Hence, the discrepancy between the models trained for the calibrations of the samples is demonstrated. The evaluation of this step is followed by the loading of the prediction data, with the insertion of matrices with 53 samples for validation, with the same treatment of the data of the classes referring to the calibration step, as exemplified in Table 3.

According to the output data of the prediction, it can be seen that the software provides values of coefficients of determination (R²) for the RGB model higher than 65% for samples of classes “L” and “R”, and values of 26.77% for the color class “O”. Likewise, the generated values of root mean squared error of prediction (RMSEP) were lower than 0.30 for the classes “L” and “R”, along with 0.4612 for the class “O”, after 5 s of processing.

For the HSV model, the generated values of prediction correlations were much lower than those of the previous model. For the color “O”, the index was only 1.5%, followed by 47.45 and 41.2% for the colors “L” and “R”, respectively. Finally, the root mean squared error of prediction varies between 0.4832 and 0.2601, being relatively superior to that of the RGB model. Therefore, comparing the results obtained by the multivariate calibration analysis, according to the indices of tobacco colors, the RGB model proposed better estimates of color trends, according to the samples tested. By analyzing these results, it can be observed that the greatest difficulty lies in the evaluation of the colors “L” and “O” because these are the colors that most influence the tobacco purchase evaluation.

The configuration of the ANN applied to the RGB model had 2 layers of neurons, whereas 5 layers were required for the HSV model. A relevant fact during the training of the neural networks refers to the execution time. For the RGB color model, the network required processing time of approximately 303 s to elaborate a model, and 30 s for the HSV color model. The results of performance of this method and classes can be seen in Table 4, simultaneously comparing ANN and PLS. However, it should be highlighted that some metrics are not available in the CHEMOSTAT® software.

As observed in Table 4, the method of analysis of the results by neural network was more accurate, obtaining values of R² above 96% for the RGB model and above 91% for the HSV technique.

Table 1. Exemplification for training samples

<table>
<thead>
<tr>
<th>Training samples</th>
<th>Color</th>
</tr>
</thead>
<tbody>
<tr>
<td>L14</td>
<td>L</td>
</tr>
<tr>
<td>L15</td>
<td>O</td>
</tr>
<tr>
<td>O12</td>
<td>R</td>
</tr>
<tr>
<td>O13</td>
<td>0</td>
</tr>
<tr>
<td>R4</td>
<td>0</td>
</tr>
<tr>
<td>R5</td>
<td>0</td>
</tr>
</tbody>
</table>

- R. - Reddish; O. - Orange; L. - Lemon; L14, L15, O12, O13, R4 and R5 - Samples 14, 15, 12, 13, 4 and 5, respectively, of the colors lemon, orange and reddish

<table>
<thead>
<tr>
<th>Table 2. Calibration of training samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
</tr>
<tr>
<td>-------</td>
</tr>
<tr>
<td>RGB</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>HSV</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 3. Coefficients of determination (R²) and root mean square error of prediction (RMSEP) for predicted samples based on partial least square (PLS)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
</tr>
<tr>
<td>-------</td>
</tr>
<tr>
<td>RGB</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>HSV</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

- R. - Reddish; O. - Orange; L. - Lemon; RGB - Red green blue model; HSV - Hue saturation value model

Conclusions

1. Digital image processing coupled with partial least square (PLS) and artificial neural network (ANN) makes it possible to support the tobacco classification process.

2. The application of principal component analysis allows the classification of the images, based on color of the samples.

3. The ANN presents better performance compared to the PLS method, but required longer time for computational processing to generate the results.

4. The use of PLS tool makes it possible to observe the differentiation between the classes of Virginia tobacco color, and the obtained coefficients of determination are above 65% in some colors, as well as for the estimates of prediction errors lower than 0.28, but reaching 0.4612 for the color “O”.

5. The ANN method provided more satisfactory results in terms of accuracy in the analysis of the RGB color model, reaching classificatory coefficients of determination around 96% against the maximum level of 68% by the proposed method, and both results are in line with the indications of the trends of the color patterns of the samples indicated by human classifiers.
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