Determination of factors affecting dairy cattle: a case study of Ardahan province using data mining algorithms
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ABSTRACT - This study was conducted to compare predictive performances of different data-mining algorithms for determining factors influencing the average daily milk yield at dairy cattle enterprises of Ardahan province, located in the Eastern Anatolia region of Turkey. The algorithms employed in the present study were Classification and Regression Tree (CART), Chi-Square Automatic Interaction Detector (CHAID), Exhaustive Chi-Square Automatic Interaction Detector (Exhaustive CHAID), Multivariate Adaptive Regression Splines (MARS), and Multilayer Perceptron (MLP). The MARS algorithm outperformed the other algorithms in the study. Visual results of CART revealed that the culture-breed cows with a lactation length greater than 237.50 days had the highest milk yield (10.64 kg/day). Culture-breed cows calving earlier than the 4th month gave the highest yield of approximately 10 kg/day in the regression tree of CHAID. The Exhaustive CHAID results were almost the same as the structure of the CHAID. The use of MARS may provide an opportunity to detect factors affecting milk production (breed, feed supply, type of milking, mastitis control, cow year group, and lactation length) and their interactions. Moreover, the MARS algorithm may be useful in making an accurate decision about increasing milk yield per cow.
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Introduction

A sufficient and balanced diet is very important for a healthy lifestyle to maintain growth and development and combat diseases. In this scenario, with its considerable vitamin C and iron contents, milk is an important source of macro- and micronutrients (Black et al., 2002). The animal production sector within which milk is produced is important for the national development, since it creates jobs in the rural sector and increases value-added per unit investment (Koseman and Seker, 2015).

Turkey holds 2.05% of the world cattle population (5,609,240 heads) and produces 2.59% of all cow milk (16,998,850 tons) in the world (FAO, 2016). The world average cow milk yield is 2,394 kg, while the average yield in Europe and Turkey is 5,834 and 3,030 kg, respectively. Although the average milk yield in Turkey is above the world average, it is far below that of Europe. To increase the average milk yield in Turkey, investigating the effects of factors such as breed, time of birth, lactation period, feed supply, mastitis control before milking, etc., is an important measure. The Eastern Anatolia region of Turkey has a great potential for dairy farming, where it has pasture and grassland area relative to other regions in the country; however, the milk yield of that region is lower than any other region of the country.
The economic analysis for determining factors affecting daily milk yield per cow was modeled by several algorithms such as the Classification and Regression Tree (CART), Chi-Square Automatic Interaction Detector (CHAID), Multivariate Adaptive Regression Splines (MARS), and Artificial Neural Network (ANN) in the literature (Dogan, 2003; Grzesiak et al., 2003; Mundan et al., 2006; Millogo et al., 2008; Mundan et al., 2009; Ozkan and Gunes, 2011; Aygul and Ozkutuk, 2012; Takma et al., 2012; Kulekci, 2013; Shahinfar et al., 2014; Yavuz and Kaygisiz, 2015; Cetin and Mikail, 2016). The present study aimed to identify factors affecting milk yield on dairy farms in Ardahan province of Eastern Anatolia region and compare these factors by using different data-mining and neural network algorithms. In the eastern region of Turkey, there is no study to compare these algorithms leading to advantages and disadvantages in terms of milk yield production. Thus, the region is untouched in terms of the subject and, therefore, the present study will make a contribution to the literature in this perspective.

Material and Methods

In the selection of the enterprises to be included in the sample under investigation, data of enterprises registered at the Farmer Recording System of the Ardahan Directorate of Provincial Food and Agriculture and Livestock in Ardahan province (41°06’47”N latitude, 42°49’15”E longitude, and 1807 m asl) of Eastern Anatolia Region, Turkey, were used. These enterprises owned a total of 656 head of cattle in 2014. The simple random sampling method, based on the number of animals registered in the farmer recording system, was used in the selection of enterprises to be included in the questionnaire study, as recommended by Karadas et al. (2017). The method used to determine the sample size is shown in Equation 1:

\[ n = \frac{N S^2 t^2}{(N - 1) d^2 + S^2 t^2} \]  

in which \( n \) = sample size (sampled farms); \( N \) = population size (656 farms); \( S^2 \) = variance of the population (4.55²); \( d^2 \) = acceptable error proportion (0.67); and \( t \) = critical value (1.65).

\[ n = \frac{656 \times 4.55^2 \times 1.65^2}{(656 - 1)0.67^2 + 4.55^2 \times 1.65^2} = 105 \]

The above sample size was completed by the questionnaire.

Definitions of the variables used in the study and their abbreviations are as follows:

Average milk yield per cow (AMYPYC) is a continuous target variable (kg); breed (native, crossbred, and culture) is a nominal input variable; and year group (Y = 1, 2, 3, and 4) is an ordinal input variable (in which Y = 1 consisted of cows of two, three, and four years of age; Y = 2 consisted of cows of five, six, and seven years of age; Y = 3 consisted of cows of eight, nine, and ten years of age; and Y = 4 consisted of cows of 11 years or older).

Type of milking (TOM; finger milking, mechanical milking, and finger-mechanical milking) is a nominal input variable; birth month (BM; February (2), March (3), April (4), and May (5)) is a nominal input variable; mastitis control before milking (MASC; yes and no) is a binary input variable; other diseases (OD; anthrax, foot and mouth disease, etc. except for mastitis) is a nominal input variable; cost of veterinary and drugs (COVAD) is a continuous input variable (Turkish Lira); feed supply (FS) is a continuous (input) variable (kg); and lactation length (LL) is a continuous input variable.

In recent years, the CART, CHAID, and ANN algorithms have become increasingly popular in different animal science fields in the scope of predictive modeling for a continuous target variable. Among those, CART produces binary splitting recursively until homogenous subsets are derived from a learning sample data set. The CART algorithm specified for finding interactions for continuous, nominal, and ordinal variables works effectively even in situations where there are missing data on predictors (Kovalchuk et al., 2017). The algorithm procedure contains tree-building and pruning. All predictors are considered for the best split in the tree-building process. As a splitting criterion, the least squares deviation (LSD) method is
implemented for a continuous dependent variable, as it was also used in the present study. However, both CHAID algorithms that make Bonferroni adjustment produce multi-splitting nodes recursively for deriving a great number of homogenous subsets from the learning sample set. The General Linear Model (GLM), based on the least-squares method, has been used in numerous previous studies. Multilayer Perceptron (MLP), as an ANN type having three layers (input, hidden, and output) and resembling the human brain, was specified for training (80%) and testing (20%) sets with one hidden layer, hyperbolic tangent (activation function), and an identity activation function in respect of output layer.

MARS is a nonparametric regression technique using a divide and conquer strategy in which the training data sets are divided into separate piecewise linear segments (splines) of various gradients (slope). The splines are linked smoothly to each other and basis functions, as piecewise curves, identifying linear and non-linear effects. The connection points between the pieces are nominated “knots”. The candidate knots were generally inserted at random locations within the range of each predictor. MARS enables one to obtain basis functions by considering all possible candidate knots and interactions among predictors through a stepwise procedure. In the description of a pair of the basis functions, the forward procedure sets up the candidate knots at random locations within the range of each predictor. At each stage, it stimulates the knots and their pairs of basis functions aiming at minimizing the differences between the predicted and actual values in a dependent variable. Until the complicated model is produced, the procedure of involving the basis functions persists. The redundant functions insignificantly contributing to the MARS are removed from the prediction equation by the backward procedure in the MARS. The MARS model can be expressed with the following equation:

\[
\hat{y} = \beta_0 + \sum_{m=1}^{M} \beta_m \prod_{k=1}^{K_m} h_{km}(X_{vk,m})
\]

in which \(\hat{y}\) = predicted value of AMY; \(\beta_0\) = a constant; \(h_{km}(X_{vk,m})\) = basis function, in which \(v(k, m)\) is an index of the predictor employed in the \(m\)-th component of the \(k\)-th product; and \(K_m\) = parameter regulating the order of interaction.

The maximum number of basis functions in the current analysis was 100, and the four-order interactions were adopted for the predictive performance of the MARS algorithm. After constructing the most complex MARS model, the basis functions that did not contribute significantly to the quality of the model performance were eliminated in the process of the so-called pruning, based on the following generalized cross-validation error (GCV) (3):

\[
GCV(\lambda) = \frac{\sum_{i=1}^{n} (y_i - \hat{y}_i)^2}{\left[ 1 - \frac{M(\lambda) n}{n} \right]^2}
\]

in which \(n\) = number of training cases; \(y_i\) = observed value of average milk yield per cow (AMYPC); \(\hat{y}_i\) = predicted value of AMYPC; and \(M(\lambda)\) = penalty function for the complexity of the model including \(\lambda\) terms.

Some model evaluation criteria (\(R^2\), \(R^2_{ADJUSTED}\), \(SD_{RANKF}\), CV (%), RMSE, RAE, MAPE, MAD, and Pearson correlation coefficient \((r)\) between actual and predicted lactation milk yield values) were calculated to estimate the predictive performances of GLM, CART, CHAID, Exhaustive CHAID, MLP, and MARS. The following are model evaluation criteria to compare their predictive performances of the algorithms:

Pearson coefficient between actual and predicted values in a target variable,

Coefficient of determination:

\[
R^2 = \left[ 1 - \frac{\sum_{i=1}^{n} (Y_i - \hat{Y}_i)^2}{\sum_{i=1}^{n} (Y_i - \bar{Y})^2} \right]
\]
Adjusted coefficient of determination:

\[
R^{2}_{\text{ADJUSTED}} = 1 - \left( \frac{1 - R^2}{n - k - 1} \sum_{i=1}^{n}(Y_i - \hat{Y}_i)^2 \right)
\]

(5)

Coefficient of variation (%):

\[
CV(\%) = \sqrt{\frac{1}{n - 1} \sum_{i=1}^{n}(\epsilon_i - \bar{\epsilon})^2} \times 100
\]

(6)

Standard deviation ratio:

\[
SD_{\text{RATIO}} = \sqrt{\frac{1}{n - 1} \sum_{i=1}^{n}(\epsilon_i - \bar{\epsilon})^2}
\]

\[
\sqrt{\frac{1}{n - 1} \sum_{i=1}^{n}(Y_i - \bar{Y})^2}
\]

(7)

Relative approximation error:

\[
RAE = \sqrt{\frac{n}{\sum_{i=1}^{n}(Y_i - \hat{Y}_i)^2}}
\]

(8)

Root mean-square error:

\[
RMSE = \sqrt{\frac{\sum_{i=1}^{n}(Y_i - \hat{Y}_i)^2}{n}}
\]

(9)

Mean absolute deviation:

\[
MAD = \frac{\sum_{i=1}^{n}|Y_i - \hat{Y}_i|}{n}
\]

(10)

Mean absolute percentage error:

\[
MAPE = \frac{\sum_{i=1}^{n}|Y_i - \hat{Y}_i|}{\sum_{i=1}^{n}Y_i} \times 100 \quad Y_i \neq 0
\]

(11)

in which \(Y_i\) = actual or observed AMYPC (kg/day) of the \(i\)-th enterprise; \(\hat{Y}_i\) = predicted AMYPC (kg/day) value of the \(i\)-th enterprise; \(\bar{Y}\) = average of the actual AMYPC values of the enterprises; \(\epsilon_i\) = residual value of the \(i\)-th enterprise; \(\bar{\epsilon}\) = average of the residual values; \(k\) = number of input variables in the model; and \(n\) = number of enterprises. The residual value of each enterprise is expressed as \(\epsilon_i = Y_i - \hat{Y}_i\).

However, \(k\) is the number of terms here for only the MARS model. The cross-validation value for CART and CHAID tree-based algorithms was set as 10 (Ali et al., 2015; Karadas et al., 2017; Kovalchuk et al., 2017). Minimum enterprise numbers for parent and child nodes were specified for producing the best predictive accuracy in CART (10:5) and both CHAID (16:8) algorithms (Eyduan et al., 2017) (See Tedeschi (2006) for the equations defined and discussed here).

Except for MARS, the other algorithms were analyzed using the IBM SPSS version 23 program. MARS was performed using the STATISTICA version 8 package program (trial version).
Results

The MARS algorithm showed a much better fit to the studied data and produced a recommendable solution when compared with other approaches (Table 1). The correlation coefficient between actual and predicted AMYPC values for the MARS algorithm (0.985) was significantly different from the correlation coefficients estimated for other approaches (P<0.01). The SD.Mult estimate of the MARS algorithm was much lower when compared with the estimates for other approaches. Moreover, correlation coefficients of training and testing sets of MLP as a type of ANN were not statistically different from each other. Interaction effects were not included in GLM as a result of the great number of the subgroups obtained by main effects. The GLM reflected that BREED, BM, MASC, FS, and LL were significant predictors (P<0.01) (data not shown). The significance order for the BREED factor was Culture breed (6.393 kg/day) > Crossbred (5.75 kg/day) > Native breed (5.077 kg/day) (P<0.05). Enterprises with MASC had higher yields compared with those without it (6.166 vs. 5.314 kg/day).

Based on the regression tree drawn to reveal input variables affecting AMY per cow (Figure 1), Node 0 had 5.377 (kg/day) in AMYPC (at the top of the regression tree structure; Figure 1), and it was split by means of breed factor into three smaller subsets: Nodes 1-3 (Adj. P-value = 0.000, F = 137.397, df1 = 2, and df2 = 102). Node 1 represents enterprises rearing culture cattle breeds, while Node 2 was the subset of those rearing crossbred cattle, and the subsets of those rearing native cattle breeds was shown by Node 3. Unsurprisingly, the significance order in AMYPC was Culture cattle breed (8.459 kg/day) > Crossbred cattle (5.386 kg/day) > Native breed (3.725 kg/day). The AMYPC for the subset of culture cattle breeds was affected by the BM input variable (Adj. P-value = 0.002, F = 16.055, df1 = 1, and df2 = 15) (Figure 1). Thus, two small subsets, Nodes 4 and 5, were obtained by this separation. The enterprise subset of BM ≤ 4th month in culture cattle breed was represented by Node 4 (9.875 kg/day).

On the other hand, the enterprise subset with BM later than the 4th month in same cattle breed group was represented by Node 5 (7.2 kg/day). We point out that the BM cut-off value produced by CHAID algorithm for culture cattle breeds reared in the province of Ardahan was determined to be the 4th month. The AMYPC of those rearing crossbred cattle among all the enterprises was significantly affected by MASC (Adj. P-value = 0.000, F = 51.020, df1 = 1, and df2 = 54).

Node 2 was partitioned by the MASC factor into two smaller subsets (Nodes 6 and 7). Node 6 (the subset of the enterprises performing mastitis control within enterprises having crossbred cattle) was higher in terms of AMYPC than Node 7 (the subset of the enterprises not performing mastitis control within enterprises having crossbred cattle) (6.215 vs. 5.135 kg/day) (Visual CHAID diagram in Figure 1). Node 6 was a terminal subset that could not be partitioned into smaller subsets at a subsequent stage, whereas Node 7 was divided into two smaller terminal subsets numbered 10 and 11 with respect to the LL input variable (4.950 vs. 5.673 kg/day: Adj. P-value = 0.000, F = 27.997, df = 1, and df2 = 41).

Table 1 - Results of goodness of fit criteria

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>r</th>
<th>R²</th>
<th>R² ADJUSTED</th>
<th>RMSE</th>
<th>RAE</th>
<th>CV (%)</th>
<th>SD.Mult</th>
<th>MAD</th>
<th>MAPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>CHAID</td>
<td>0.885</td>
<td>0.783</td>
<td>0.774</td>
<td>0.840</td>
<td>0.148</td>
<td>15.69</td>
<td>0.466</td>
<td>0.508</td>
<td>8.77</td>
</tr>
<tr>
<td>Exhaustive CHAID</td>
<td>0.881</td>
<td>0.776</td>
<td>0.769</td>
<td>0.853</td>
<td>0.151</td>
<td>15.94</td>
<td>0.473</td>
<td>0.548</td>
<td>9.96</td>
</tr>
<tr>
<td>CART</td>
<td>0.929</td>
<td>0.863</td>
<td>0.859</td>
<td>0.669</td>
<td>0.118</td>
<td>12.50</td>
<td>0.371</td>
<td>0.496</td>
<td>9.93</td>
</tr>
<tr>
<td>ANN Training</td>
<td>0.957</td>
<td>0.916</td>
<td>0.906</td>
<td>0.615</td>
<td>0.106</td>
<td>11.26</td>
<td>0.330</td>
<td>0.441</td>
<td>8.35</td>
</tr>
<tr>
<td>ANN Testing</td>
<td>0.945</td>
<td>0.893</td>
<td>0.829</td>
<td>0.441</td>
<td>0.088</td>
<td>9.46</td>
<td>0.295</td>
<td>0.382</td>
<td>9.12</td>
</tr>
<tr>
<td>GLM</td>
<td>0.944</td>
<td>0.892</td>
<td>0.873</td>
<td>0.593</td>
<td>0.105</td>
<td>6.61</td>
<td>0.329</td>
<td>0.444</td>
<td>8.53</td>
</tr>
<tr>
<td>MARS</td>
<td>0.985</td>
<td>0.970</td>
<td>0.962</td>
<td>0.313</td>
<td>0.055</td>
<td>5.85</td>
<td>0.174</td>
<td>0.231</td>
<td>4.62</td>
</tr>
</tbody>
</table>

CART - Classification and Regression Tree; CHAID - Chi-Square Automatic Interaction Detector; MARS - Multivariate Adaptive Regression Splines; ANN - Artificial Neural Network; GLM - general linear model; r - Pearson correlation coefficient; R² - coefficient of determination; R² ADJUSTED - Adjusted coefficient of determination; RMSE - root mean-square error; RAE - relative absolute error; CV - coefficient of variation; SD.Mult - standard deviation ratio; MAD - mean absolute deviation; MAPE - mean absolute percentage error.

x - The difference between training and testing sets was non-significant.

a,b - The difference between pairs of algorithms having different letters in correlation coefficient was significant.
control, while Node 11 was the subset of enterprises rearing crossbred cattle that had a LL longer than 210 days and performed mastitis control.

Node 3 represented the subset of the enterprises rearing native cattle breeds and was influenced and split by the FS input factor (Adj. P-value = 0.028, F = 9.709, df1 = 1, and df2 = 30). Thus, two smaller terminal subsets (Nodes 8 and 9) were obtained (3.289 vs. 3.896 (kg/day) in AMYPC). Node 8 was the subset of enterprises feeding native cattle breeds with a FS ≤ 1.136 kg. Node 9 was defined as the subset of enterprises feeding native cattle breeds with a FS > 1.136 kg (Figure 1). Node 8 gave the lowest AMYPC in the diagram of CHAID tree-based algorithm.

When Figures 1 and 2 were elaborated together, the structures of the CHAID and Exhaustive CHAID (Figure 2) algorithms were found to be almost similar; that is, Nodes 8 and 9 were available in the CHAID algorithm, but not in the Exhaustive CHAID algorithm. For both CHAID algorithms, the highest AMYPC was produced by Node 4.

The regression tree constructed by CART algorithm in the description of input variables affecting AMYPC (Figure 3) shows that the AMYPC of 5.377 (kg/day) was obtained by Node 0 found at the top of the regression-tree structure. Node 0 was partitioned by the breed factor into two smaller subsets labeled Node 1 (the subset of the enterprises rearing only culture cattle breeds) and Node 2 (the subset of the enterprises rearing crossbred and native cattle breeds) (8.459 vs. 4.782 kg/day). Node 1

**Figure 1 - Decision-tree diagram constructed by the CHAID algorithm.**
is comprised of two smaller subsets (Nodes 3 and 4) as a result of variability in the LL input variable (7.550 vs. 10.640 kg/day). The subset of enterprises rearing culture cattle breeds with LL ≤ 237.5 days was assigned to Node 3. The subset of enterprises rearing culture cattle breeds with LL > 237.5 days was described as Node 4. A cut-off value of 237.500 should be noted for the LL input variable in the subset of the enterprises rearing culture cattle breeds.

Node 2 was exposed to a new separation that produced Node 5 (the subset of enterprises rearing crossbred cattle) and Node 6 (the subset of enterprises rearing crossbred and native cattle breeds) in the CART tree-based diagram (5.386 vs. 3.725 kg/day).

The subset of enterprises rearing only crossbred cattle and performing mastitis control was Node 7, which was found to be higher in terms of AMYPC when compared with Node 8, the subset of enterprises rearing only crossbred cattle and not performing mastitis control (6.215 vs. 5.135 kg/day). The highest AMYPC was taken by Node 4 in the CART diagram, but the lowest was obtained by Node 6.

**Figure 2 - Decision-tree diagram constructed by the Exhaustive CHAID algorithm.**
The prediction equation obtained by the MARS data-mining algorithm can be written as follows:

\[
\text{AMYPc} = 6.30032 - 2.05443 \times \max(0; \text{BREED}_1) - 1.22326 \times \max(0; \text{BREED}_2) \times \max(0; \text{MASC}_2) - 0.00063 \times \max(0; 1556-\text{FS}) - 0.00211 \times \max(1556-\text{FS}) \times \max(0; \text{Y}_4) + 1.97081 \times \max(0; \text{BREED}_2) \times \max(0; \text{Y}_4) + 0.24472 \times \max(0; \text{LL}-215) \times \max(0; \text{TOM}_2) - 0.00014 \times \max(0; \text{FS} - 1566) \times \max(0; \text{LL}-215) \times \max(0; \text{TOM}_2) + 0.17223 \times \max(0; \text{LL}-215) \times \max(0; \text{BM}_4) \times \max(0; \text{MASC}_2) - 0.01062 \times \max(0; \text{LL}-215) \times \max(0; \text{TOM}_2) \times \max(0; \text{BM}_4) + 0.51734 \times \max(0; \text{LL}-215) \times \max(0; \text{Y}_1) - 0.22682 \times \max(0; \text{LL}-215) \times \max(0; \text{BM}_4) - 0.00029 \times \max(0; \text{FS} - 130) \times \max(0; \text{LL}-215) \times \max(0; \text{MASC}_2) - 0.00017 \times \max(0; 2314-\text{FS}) \times \max(0; \text{LL}-215) \times \max(0; \text{BM}_3) - 0.11400 \times \max(0; \text{LL}-215) \times \max(0; \text{TOM}_2) \times \max(0; \text{BM}_3) - 0.02327 \times \max(0; 188-\text{LL}) \times \max(0; \text{BREED}_1) \times \max(0; \text{TOM}_1)
\]

\text{AMYPc} - \text{average milk yield per cow; MASC} - \text{mastitis control before milking; LL} - \text{lactation length.}

**Figure 3** - Decision-tree diagram constructed by the CART algorithm.
For example, if a prediction equation is desired for BREED = 1, FS = 1556, LL = 215, Y = 4, and BM = 4, the above equation turns into AMYPCE = 6.30032 - 2.05443*max(0; BREED_1) = 4.246 kg, in which max(0; BREED_1) = 1, otherwise 0. If a prediction equation is desired for BREED = 2, FS = 1800, LL = 255, Y = 3, BM = 2, MASC = 1, and TOM = 1; however, the prediction equation turns into AMYPCE = 6.30032 + 0.00085*max(0; FS-1556)*max(0; BM_2) = 6.50823 kg, in which max(0; FS-1556) = max(0;1800-1556) = 244 if FS = 1800 and max(0; BM_2) = 1 if BM = 2, otherwise 0.

Discussion

The present subset AMYPCE values of the CHAID data-mining algorithm (Figure 1) were lower than those recorded by Turki et al. (2012), who reported that the average daily milk yield was affected by the type of feed in native (7.70 to 12.90 kg/day) and crossbred (9.20 to 17.5 kg/day) dairy cows in Sudan and emphasized the effects of the type and amount of feed given per cow in terms of milk components. Gunduz and Dagdeviren (2011) reported that the cost of milk production was the most important factor, and intake of concentrate feed significantly affected milk production. In our study, the amount of concentrate feed consumed had a significant impact on native breed cattle only (Figure 1). This finding was in line with the results of Kulekci (2013). However, Kulekci (2013) found an AMYPCE (6.31 kg) lower than those reported in the present study but did not distinguish between cow breeds. As it is well-known, the breed is an important source of variation in milk yield.

The current milk yield averages of subgroups obtained in the Exhaustive CHAID algorithm were lower than those found by Turki et al. (2012), who reported that AMYPCE was affected by the type of feed in native (7.70 to 12.90 kg/day) and crossbred (9.20 to 17.5 kg/day) dairy cows reared in Sudan. Kulekci (2013) found that there were significant factors (veterinary medication costs, concentrate feed costs, other costs, etc.) influencing AMYPCE (kg/day) in dairy cattle production in Erzurum province of Turkey, a result which was not consistent with the results of the CHAID and Exhaustive CHAID algorithms (Figures 1 and 2, respectively), which is stemming from different factors included in the model and from the use of various statistical approaches. Aytetkin et al. (2016) stated that LL and AMYPCE are much better predictors of lactation milk yield in the first lactation of Black-White cows. In our study, LL affected only crossbred cows by the CHAID and Exhaustive CHAID algorithms (Figures 1 and 2, respectively); however, it influenced only culture breed cows by the CART algorithm (Figure 3). This may be attributed to various statistical approaches used. Nath et al. (2016) recorded AMYPCE values of 7.73 L for the Jersey cross, 12.9 L for the Holstein-Fresian cross, 5.51 L for the Sahiwal cross, and 4.1 L for the Red Sindhi cross breeds in Bangladesh, and these results were in agreement with the findings of this study.

When comparing the six algorithms among themselves, the MARS algorithm seems more powerful to predict the AMYPCE dependent variable in terms of statistics conducted (Table 1). Type of milking was an effective factor in the MARS algorithm, in contrast to the CART and both CHAID algorithms, which means that significant predictors in these three algorithms masked the effect of TOM on AMYPCE. The present finding echoed with findings of Kulekci (2013), whilst Kulekci (2013) found COVAD to be a significant predictor of AMYPCE.

A more convenient and understandable prediction equation can be produced for the MARS algorithm. MARS might provide enterprises with helpful information in organizing optimum management conditions in practice for enhancing AMYPCE.

However, the applications of data-mining algorithms used in the present study are very limited in the literature. In this respect, the present results could not be decisively compared with those reported in previous studies.

Conclusions

Breed is the most significant factor in milk yield according to all constructed decision-tree diagrams, followed by birth month, mastitis control before milking, feed supply, and lactation length. Among the
applied algorithms, the Multivariate Adaptive Regression Splines (MARS) outperformed the others. Thus, the application of that algorithm is advised for deciding significant predictors affecting the average milk yield per cow. However, our study lacks for not including all regions in the study. The feature study, thus, may cover the whole regions in the country to perform the analysis for better prediction of the milk yield in the country.
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