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Abstract

Introduction: Locked-In Syndrome is admittedly the worst case of motor and speech impairment, it seriously damages the ability of oral and gestural communication of patients. In recent years, alternative and augmentative communication technology has provided resources to restore these patients’ ability to communicate. Methods: In order to relate and classify the main methods with that purpose, this work conducted a systematic review on several journal databases. Results: We found 203 related papers and 55 of them were selected to compose the study. After that, we classified them into three major groups and we identified the main difficulties when using each approach. Conclusion: In order to overcome these difficulties, we propose a new system concept to develop an adaptive, robust and low cost communication environment. The proposed system is composed of five modules: data entry, communication, aid to the caregiver and external interaction.
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Introduction

The contemporary society has been developing technologies to support people with physical or mental disabilities. These limitations usually deprive people from social contact and from accessing to cultural goods. In extreme cases, they even become unable to interact with others or with the environment (Caltenco et al., 2012).

Currently, we can find techniques, methods and devices designed to improve the conditions of communication, mobility, accessibility, development of skills and competences of those people. Over the last decades, the inclusion of disabled people has become a cause championed by organized social movements. They aim to develop concrete conditions of social integration of people with visual, physical, hearing and intellectual impairments or multiple disabilities (García and Galvão, 2012).

This scenario has motivated scientific researchers to better understand the needs of impaired people and to develop practical devices, techniques and methods to minimize their limitations.

This technological apparatus belongs to the interdisciplinary area of knowledge known as Assistive Technology (AT), which encompasses products, resources, methodologies, strategies, practices and services. They provide functionalities related to the activities of disabled people, impairments or reduced mobility, in order to improve their autonomy, independence, quality of life and social inclusion (Brasil, 2004).

The development of AT counts on the contributions of multiple areas of expertise, like medicine, engineering, computer science, physical and occupational therapy. Specially, Computing has great potential to contribute to advancing AT through integrating information processing and communication tools in a multimedia context.

Park et al. (2012) concluded that, due to the increasing popularization of computers and the internet expansion, many studies have been carried out to assist the communication of people with aphasia and tetraplegia. Augmentative and Alternative Communication (AAC) is an important field of AT that comprises the methods and technologies designed to assist or replace the oral communication of people with limited speech (Wilkinson and Hennig, 2007).

Locked-In Syndrome (LIS) is admittedly the worst case of motor and speech impairment, seriously damaging the ability of oral and gestural communication of patients. LIS patients completely lose their motor functions of upper and lower limbs, keeping only limited motor stimuli such as eye movements (Keegan et al., 2009). This syndrome can be caused by: Cerebral Palsy, Amyotrophic Lateral Sclerosis...
(ALS), Tetraplegia and degenerative diseases of the nervous system (Cardwell, 2013).

According to Mak and Wolpaw (2009) and Sorger et al. (2009), there are three types of LIS: incomplete, classic and complete. In Incomplete LIS, the individual shows limited voluntary movements, such as moving a finger or part of the face. People who suffer from Classic LIS can only move or blink their eyes. Finally, in Complete LIS, the patient is unable to perform voluntary movements anywhere in the body.

Patients with LIS are unable to perform oral or gestural communication. They require devices that provide alternative ways to express themselves. Two types of biologic signals can be converted into computer commands to promote communication: the eye movements and the brain activity (Cipresso et al., 2011).

AAC can be used as a mean of coding and transmission of messages by transforming these biological signals into computer decodable information. For instance, the eye movements can be acquired by video cameras (Park et al., 2012) or by recording signals from the eye muscles (Electrooculography - EOG) (Usakli et al., 2009). The most used technique to acquire brain activity is the Electroencephalography (EEG) (Cabrera et al., 2008).

These computational communication systems have two essential elements: the input device and the communication software. The input device is used to capture any type of voluntary intent of the patient. The eye movements were used as inputs in Park et al. (2012) and Cipresso et al. (2011), while Blain et al. (2008), Schalk et al. (2008), Usakli et al. (2009) and Al-Abdullatif et al. (2013) used patient’s brain activity to provide communication resources.

The communication software is a program specially developed to analyze the data captured by input devices and turns them into information. There are many types of programs ranging from virtual keyboards (Doval et al., 2010; Fu and Ho, 2009; Orhan et al., 2012) to complex communication spreadsheets (Biswas and Samanta, 2008; Mason and Chinn, 2010).

The main goal of this systematic review is to identify publications in computer science that have researched or developed artifacts and tools to support people with classic LIS. Among them, we are especially interested in those AAC methods, techniques and devices that have shown to be less invasive and more adaptable. Then, we intend to find their limitations and propose an integrated communication environment that overcomes the main issues that we have identified.

This paper is structured as follows: Section Planning describes the planning of this review, the parameters adopted in the search engines and the criteria of selection. The systematic review and a preliminary selection are presented in Section Protocol Implementation. Section Data Analysis shows the final selection and also analyses those selected works. Then, a new AAC environment is derived from this analysis in Section Proposition of an Alternative and Augmentative Communication Environment. Finally, Section Conclusion brings the concluding remarks and suggestions for future works.

Planning

This Systematic Review (SR) was planned according to the protocol presented by Biolchini et al. (2007). The main aspects are presented in this section.

Research objectives

The aim of this work is to identify and analyze the techniques, methods and computational devices used to support the communication of people with classic LIS. Specifically we intend to: (1) find the less invasive techniques, methods, devices and software with greater adaptability; (2) identify the limitations associated to using those methods, devices and software; and (3) propose an integrated communication environment that overcomes the main issues we have identified.

Formulation and research question: scope and specificities

The main goal of the research questions is to identify the works that belong to the areas of Computing and Augmentative and Alternative Communication: (1) which AAC techniques and methodologies use computing devices to assist people with classic LIS? and (2) among them, which technologies are less invasive?

The first question was used to find the computational devices, which is the general objective of this work. The second examines whether the solutions are less invasive. The specificities of this study are described below:

1. Intervention: Techniques and methodologies that use computational devices.
2. Control: This research initially began with the work of Garcia and Galvão (2012) and the articles of Chun (2009), Pinheiro et al. (2011) and Arnott and Alm (2013).
3. Population: Augmentative and alternative communication techniques and methodologies that use computational devices to assist people with classic LIS.
4. Results: The state of art of Assistive Technologies for Augmentative and Alternative Communication that use computational devices to support people with classic LIS. In addition, we have identified whether these technologies have been implemented or simply modeled.

5. Application: This work will indicate theoretical and practical resources for nurses, physicians, occupational and physical therapists and even family members to interact with people with classic LIS. Also, it will help computer professionals expand their knowledge on AT. Besides, this review will allow designing a communication environment to minimize the limitations on using current AAC systems.

**Search strategy for selecting studies**

Initially, we defined the selection criteria and which searching methods (manual, electronic search engines, etc.) would be considered. Then, we chose the languages for which the search would be restricted. Finally, we set the keywords and search strings. The keywords were defined according to the objectives and issues presented in this work. The search string to be used in the search engines was initially built in Portuguese and then translated into English. This method and all its features are described below.

1. Criteria for sources selection: only indexed databases and internet-based electronic search engines were selected.

2. Search methods of sources: in databases and search engines, we used filters for date and combined keywords in strings by using logical operators AND and OR. The engines searched in title and abstract of the papers.

3. Keywords: we used “additional communication”, “alternative communication”, “augmentative communication”, “augmentative and alternative communication”.

4. Sources: according to Kitchenham and Brereton (2013), we had better seek in specific search databases and use at least one general search engine. Then, we used the Periodicos CAPES Portal and the Scirus database aggregator as general bases. As the specific database, we chose IEEEXPlore digital library.

5. Types studies: they were performed on journal and conferences papers, patents, reviews, theses and dissertations.

6. Language of the studies: we used English and Portuguese. English has been chosen due to his international acceptance for publishing scientific papers. Portuguese has been considered to ensure the inclusion of relevant works from Brazilian researchers.

**Criteria and procedures for selecting studies**

Aiming at the most relevant works, we refined the search by applying inclusion and exclusion criteria to the title and abstract of each selected document. These criteria were suited to the search strategies lately described in this work. Then, we removed both the irrelevant papers and those with incomplete electronic version. These criteria are described below.

**Inclusion criteria**

The purpose of the inclusion criteria is to qualify the relevance of each work according to this systematic review.

1. Inclusion Criterion 1 (IC1): papers must be digitally available for free on the internet or through agreements.

2. Inclusion Criterion 2 (IC2): only full papers written in English or Portuguese must be considered.

3. Inclusion Criterion 3 (IC3): papers must use computational devices as an AAC interface.

**Exclusion criteria**

The aim of the exclusion criteria is discard papers that do not fit on this systematic review.

1. Exclusion Criterion 1 (EC1): papers depend on a physical device that is not adaptable to the computational environment.

2. Exclusion Criterion 2 (EC2): papers rely on devices that demand interaction through speech or movements of upper and lower limbs.

**Search string**

Focusing on Research Question 1, we tried to find out papers on “Locked-In Syndrome”. However, due to its interdisciplinary nature, the search did not yield good results. In order to broaden the search on AAC technologies we modified the search string to include AAC synonyms (Chun, 2009), and we validated the results with the items of control (Pinheiro et al., 2011; Arnott and Alm, 2013). Table 1 shows the original search string and its syntax for each search engine.
Selection process of studies

The search string was used for searching on indexed sources in the preliminary selection of the studies. After the selection process, the works were catalogued to ensure that each document was selected only once. Thus, the documents were distributed to two researchers who read their abstracts and conclusions.

Each researcher used the inclusion and exclusion criteria outlined in Section Criteria and Procedures for Selecting Studies to decide whether the work was appropriate or not for this Systematic Review (SR). In case of disagreement, the different opinions were discussed until a consensus was achieved.

After evaluating all works, each researcher recorded his/her reasons of including or excluding each work. In the final selection, those documents included in the preliminary phase were integrally read and evaluated according to the two questions stated in Section Formulation and Research Question: Scope and Specificities. Finally, this evaluation determined whether or not the work would be included in this SR.

Protocol implementation

The searching used the search engines and digital libraries accessible through Periodicos CAPES portal. Initially, we searched the IEEEXplore database. Then, we used the search string first in Periodicos CAPES portal and next in the Scirus aggregator.

We retrieved 203 papers: 68 on IEEEXplore; 1 on Periodicos CAPES portal and 134 on Scirus. The reference manager JabRef 2.9.2/2013 was used to organize the documents retrieved.

Eleven out of the 203 papers were duplicated among the bases. After removing the duplicates, 192 papers remained in the study. Reading their titles and abstracts allowed us to eliminate irrelevant references such that only 55 papers remained to be read in full. Figure 1 illustrates the steps performed in implementing the search protocol.

After we had read the documents in full, three studies written in other languages than English and Portuguese were removed. Additionally, other seven studies were removed because their techniques, software components or methods were not suitable for people with LIS (Exclusion Criteria 2).

According to the main theme of each remaining paper, they were classified into three categories:
Concepts and Reviews of Augmentative and Alternative Communication (CRAAC); Communication Software (CS); and methods of Human-Computer Interface (HCI). CRAAC includes systematic and literature reviews as well as discussions about AAC. The category Communication Software comprises both modeled and implemented software solutions for improving the communications of people with LIS. Finally, those studies describing any kind of interface between computers and people with LIS were classified as Human-Computer Interface.

Out of 55 fully read papers, we classified 10 as CRAAC, 15 as CS and 20 as HCI. The remaining 10 papers were removed from this study for not fitting any of these categories. Due to the specificities of each paper, we divided each category into subcategories as shown in Table 2.

### Data analysis

The main goal of this section is to summarize the information collected from the selected papers. Table 3 relates those papers to the subcategories early presented in Table 2.

In order to identify contributions of each work to alternative and augmentative communication environments, the papers were analyzed according to the components proposed by Hill (2010), who divides these environments into three components: primary, secondary and tertiary.

The primary components indicate the way the communication environments represent natural language: single meaning images, alphabet-based techniques or semantic compaction. These concepts are technology independent (Hill, 2010) and are used to define the communication strategies of AAC devices.

### Table 2. Papers classified in categories and subcategories.

<table>
<thead>
<tr>
<th>Category</th>
<th>Subcategory</th>
<th>Number of papers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Concepts and reviews of augmentative and alternative communication</td>
<td>Systematic review</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Exploratory study</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Conceptual review</td>
<td>7</td>
</tr>
<tr>
<td>Communication software</td>
<td>Alternative virtual keyboard</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>Communication board</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>Modeling software</td>
<td>6</td>
</tr>
<tr>
<td>Human-computer interface</td>
<td>Facial expression</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Brain-computer interface</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>Eye tracking</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Speech recognition</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Electrooculogram</td>
<td>1</td>
</tr>
<tr>
<td>Removed</td>
<td></td>
<td>10</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>55</td>
</tr>
</tbody>
</table>

### Table 3. Papers selected and classified for systematic review.

<table>
<thead>
<tr>
<th>Paper</th>
<th>Category</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Bermúdez et al., 2010), (Cabrera et al., 2008), (Chin et al., 2010), (Deepa et al., 2010), (Okasaka and Hoshino, 2012), (Schalk et al., 2008), (Sorgor et al., 2009), (Sun et al., 2010), (Thomas et al., 2008), (Thompson et al., 2013), (Orterner et al., 2011), (Al-Abdullatif et al., 2013), (Besio et al., 2009), (Usakli et al., 2009), (Ming et al., 2009)</td>
<td>BCI</td>
</tr>
<tr>
<td>(Hanson et al., 2010)</td>
<td>Speech generator device</td>
</tr>
<tr>
<td>(Keegan et al., 2009)</td>
<td>EOG</td>
</tr>
<tr>
<td>(Joubert et al., 2011)</td>
<td>Exploratory study</td>
</tr>
<tr>
<td>(Ann and Theng, 2011b)</td>
<td>Facial expression</td>
</tr>
<tr>
<td>(Park et al., 2012), (Cipresso et al., 2011)</td>
<td>Eyetracking</td>
</tr>
<tr>
<td>(AlJa’am et al., 2008), (Ann and Theng, 2011b), (Friginal et al., 2013), (Car et al., 2011), (Sorna et al., 2009), (Hsieh et al., 2009)</td>
<td>Software modeling</td>
</tr>
<tr>
<td>(Arboleda et al., 2009), (Biswas and Samanta, 2008), (Bhattacharya et al., 2008a; 2008b), (Silva and Pereira, 2011), (Tsai, 2013)</td>
<td>Communication board</td>
</tr>
<tr>
<td>(Belani, 2012), (Arnott and Alm, 2013), (Deepa et al., 2010), (Hill, 2010), (McCoy et al., 2013), (Mak and Wolpaw, 2009), (Pinheiro et al., 2011)</td>
<td>Conceptual review</td>
</tr>
<tr>
<td>(Alwell and Cobb, 2009), (Finke et al., 2008)</td>
<td>Systematic review</td>
</tr>
<tr>
<td>(Doval et al., 2010), (Prabhu and Prasad, 2011), (Orhan et al., 2012)</td>
<td>Alternative virtual keyboard</td>
</tr>
</tbody>
</table>
The user interface, the selection and control methods and the software output are part of the *secondary components*. These components depend on the technology used in developing the CS environment.

The user interface comprises spreadsheet communication, virtual keyboards, text prediction methods and speech processors. Data entry is performed by methods of control and selection like Brain-Computer Interface (BCI), eye tracking and eye stimuli (Hill, 2010). Speech synthesizing, text messaging, sending messages to mobile devices and any interaction with other electronic devices are used as outputs of the communication system.

The *tertiary components* concern to the adequacy of the communication system to the user’s satisfaction. The main reasons that lead users to abandon AAC systems are inadequate support and training, difficult maintenance and adjustment in software (Johnson et al., 2006; Kraskowsky and Finlayson, 2001).

In the next subsections we will discuss each paper of this systematic review regarded to this three categories.

**Primary components**

Arboleda et al. (2009) used an array of four rows by three columns where the user can write a message or select daily activities like, for instance, ask for water or say if he is feeling good or bad. The system automatically displays images and letters and the patient sends a signal selecting the desired option. In Usakli et al. (2009), the authors adopted a hybrid strategy using both images and characters to replace natural language. In their worksheet, the user can express his will by choosing among several pictures, write texts by using a virtual keyboard or control the mouse by using arrows that represent the motion direction.

The works of Orhan et al., (2012) and Prabhu and Prasad (2011) used alphabets to represent natural language. Orhan et al. (2012) used a simple interface that sequentially displays the letters of the alphabet, one by one, until the user identifies the intended letter and choose it. Then the system inserts the letter in the text. Prabhu and Prasad (2011) developed a circular keypad with a word prediction modulus. In this keypad, the letters are grouped into sectors such that when a sector is selected, the respective letters are automatically displayed. As the user starts selecting the initial letters of a word, the prediction modulus automatically suggests a list of words to be chosen. On the other hand, Doval et al. (2010) developed a virtual keyboard without function keys. They grouped consonants, vowels, numbers and punctuation in specific keys that are discriminated by using different colors.

Silva and Pereira (2011) represented natural language by semantic compaction. The system displays a matrix of symbols and their descriptions. The user may compose statements by concatenating a sequence of images selected from this matrix. Although effective to convey simple messages, this method does not allow the user to express formal or detailed information.

**Secondary components**

The external human-computer interface is defined by the stimuli the patient can do. The survey reported the recognition of degraded speech, facial expressions, eye movements and BCI as communication interfaces.

In case of patients whose speech is mostly preserved, word prediction systems and voice processors can be used to improve speech quality. Hanson et al. (2010) presented a prototype of a communication device that first recognizes degraded speech and then outputs the correspondent sentence through synthesized speech.

Ann and Theng (2011a) developed a system for people with cerebral palsy where the messages can only be chosen from a predefined database. The user interaction is provided by the recognition of facial expressions acquired by a simple webcam.

In case of LIS patients, as both their speech and facial muscle movements are restricted (Sorger et al., 2009), eye movements must be used as stimuli in the human-computer interface. These movements can be tracked by using image processing (Park et al., 2012) or even by measuring the activity of the eye muscles (Keegan et al., 2009). BCI is recommended only for people with full LIS. BCI systems monitor brain activity features and encode them as control signals for various devices (Schalk et al., 2008). BCI operation comprises the following activities: signal acquisition, feature extraction, feature coding, device output, and operation protocol (Mak and Wolpaw, 2009).

Brain activity can be monitored by electrophysiological or hemodynamic signals (Sorger et al., 2009). The signal nature is the main factor for choosing the most suitable BCI techniques. However, this choice also depends on financial factors, physical space, mobility device, response time, accuracy, adequacy to the user, and installation complexity (Mak and Wolpaw, 2009). BCI was adopted in some works (Besio et al., 2009; Chin et al., 2010; Deepa et al., 2010; Okasaka and Hoshino, 2012; Schalk et al., 2008; Sun et al., 2010; Thomas et al., 2008) and also in AAC complete systems (Arboleda et al., 2009; Prabhu and Prasad, 2011). More than one technique can be used to provide Human-Computer Interfacing. In Usakli et al. (2009)
and Cipresso et al. (2011) eye movements and BCI were used together.

**Tertiary components**

Hill (2010) divides the tertiary components in three elements: peripheral and integrated features, training and support, and telehabilitation. Peripheral and integrated features are related to how easy is to mount, position and transport an AAC device. Training and support features include customizations on the AAC equipment and periodic maintenance. Finally, telehabilitation consists in providing remote rehabilitation services using electronic communication and information technologies.

Kübler et al. (2006) state that peripheral and integrated features require efforts in installation, calibration and operation. Additionally, according to Simpson (2008), high costs of maintenance and technical support can discourage the continued use of this technology.

The complexity of the interface can lead the user to frustration in face of difficulties to adapt to the technology (McCoy et al., 2013). Training and support features can minimize this problem implementing a customization interface (Biswas and Samanta, 2008).

The user must always be aware of what the AAC systems can offer him and get proficient in the systems that he is using. So, a good telehabilitation service can also provide training and support for AAC users (Hill, 2010).

**Results**

In this section we present a critical view about the papers related in this systematic review, and we answer the research questions proposed in the Planning section.

**A critical view**

The structure of this section does not present the research papers in a chronological order. These papers are classified in different area of knowledge due to the interdisciplinary nature of AAC. Therefore, the works are described and grouped according to the similarity among their research problems. This approach aims to set up a link between the papers, our critical point of view and the technological context.

Simpson (2008) analyses that the decision process of acquiring Assistive Technology devices should obey an interactive cycle that comprises data collecting, decision making and product evaluation. This cycle demands reference product analysis, product evaluation both in clinical and domestic environments, product installation and delivering, and user interaction with related tools.

The decision process of choosing an AT product includes collecting information, identifying market available alternatives and fitting to budget requirements. Although Simpson (2008) defines a set of tasks to select an AT system, he does not specify what are the types of data entry interfaces and how to choose one among them.

Additionally to Simpson (2008), Pinheiro et al. (2011) presents a review of Alternative and Augmentative Communication Systems that uses electrical biosignals to build an interface between computers and disabled people. Each method is linked to the limitations of each patient. Pinheiro et al. (2011) also state that there are few business solutions that use electrical biosignal and highlight the difficulties to configure this kind of solution. Therefore, the low number of available options and the additional cost of support, installation, configuration and training, increase the final price of the solution.

Another important issue mentioned by Simpson (2008) is the availability of supplier support. According to Hill (2010) and McCoy et al. (2013), the main issues for interrupting the use of AT solutions are lack of support and training, as well as weak system maintenance. Pinheiro et al. (2011) et al. also highlights that the AT system usage complexity is a critical factor to keep the use of that solution.

However, weak system maintenance is the main reason that patients give up on using AT solutions. This is due to the solution complexity can increase according to the product evolution, and the users must be assisted to adapt themselves to the new features. Unfortunately, AT suppliers sometimes do not offer a good assistance service. A good strategy would be to build this kind of software as an open source development model.

The use of an open source technologies architecture allows the community to support and maintain the AT systems. This kind of support strategy may favor the implementation of improvements on the AT programs. Lakhani and Hippel (2003) report that open-source project can lead to developing good quality products. Furthermore, the evolution and improvement of those solutions run on a collaborative way. Another advantage is that open-source solutions do not have additional support cost, because volunteers typically assume this task on virtual communities. These communities may assist patients to understand and use the new software’s features.

The communication rate in AAC systems is quite low. While in a normal conversation, someone speaks over 150 to 200 words per minute, AAC users are able
to produce less than 15 words per minute (Arnott and Alm, 2013). This low typing performance is related to the input device and the communication software.

The input mechanism of AAC devices directly influences on all system performance. All biological signals must be digitized and interpreted by a computer. There are basically two approaches for digital signal interpretation: detection or classification.

In detection approach, a binary mechanism represents the input data using two states: active or inactive. For instance, in EOG, the signal is considered active in case the user eyes are closed, and inactive when they are open. This approach has some advantages, like its robustness, because the biological signals are very specific and easy to detect. However, this kind of stimulus allows only a single command.

Bhattacharya et al. (2008a; 2008b) used switches activated by hands or mouth, and Schalk et al. (2008) used BCI techniques to create computational commands based on detection mechanisms. The interface employs a scanning mechanism to highlight each option on a screen in a way that a simple a stimulus from the user selects such option. However, the most frequent user error in this kind of interface comes from failing to access the desired option at the right time (Bhattacharya et al., 2008a). This kind of error leads the user to select the wrong option. Bhattacharya and colleagues tried to reduce these interaction errors by employing prediction techniques on virtual keyboards.

On the other hand Schalk et al. (2008) proposed a new BCI technique to translate a brain signal into computer commands. The major impediments in using the BCI technology into clinical applications is the current requirement for preliminary analyses to identify the brain signal features best suited for communication (Schalk et al., 2008). To overcome this problem, Schalk and colleagues collected data from the users when they were in a rest state. The presented approach detects any change that occurs in an appropriate set of this brain signal features. These changes are decoded as an input and converted in a computer command.

The classification approach can generate more than one command for a single input signal. For example, in BCI the brain signals can be encoded in many different mental images. Then, a computer classifies those images as a pattern and, for each one, a distinct computational command may be generated (Bermúdez et al., 2010). Furthermore, this method can be used in BCI data input, facial expression recognition and combination of eye movement patterns. Nevertheless, this approach sometimes fails to interpret the signal during the classification process. Also, system training and calibration processes are more delicate and require multiple epochs (Ortner et al., 2011).

Ann and Theng (2011b), Keegan et al. (2009), Ming et al. (2009) and Sun et al. (2010) employed the classification approach of biological signal like BCI, facial expressions and saccades sequence. Using facial expressions as input data type, Ann and Theng (2011b) got promising results like low false positive classification results (8.71%) and a significant recognition rate (79.41%).

In order increase the number of patients able to use the system, Usakli et al. (2009) and Cipresso et al. (2011) proposed a hybrid input interface. Both of them used BCI technology, however, while Usakli et al. (2009) applied EOG to get the ocular signals, Cipresso et al. (2011) captured the eye movement using a camera. Hybrid systems give to the patients the flexibility to choose which device best fits theirs limitations.

Keegan et al. (2009) worked with saccades sequence for command creation. Their method reached 93.75% of recognition rate, nonetheless this approach demands a huge effort from the user. This effort leads to fatigue after a short period of use (Bahill and Stark, 1975). The input data type can be modified in order to require less effort from the user. Park et al. (2012) used blinking identification as an alternative to data input acquired by camera. Park and his team developed software and devices that allowed a patient to communicate. Despite of the success of this project reported by Park and colleagues, no data related to the performance of these components were presented.

Sun et al. (2010) and Ming et al. (2009) used brain activity signal to generate commands. Sun et al. (2010) used only two possible classifications to the input signal. The authors did not report any results about the accuracy of their approach. Nonetheless, they suggested improving the classification of many patterns to a single input signal. On the other hand, Ming et al. (2009) improved the work of Sun et al. (2010) to allow interpreting the stimulus into many specific classes. This method got a significant classification rate of 80%.

Once more, the best data entry approach depends on the patient’s limitations. Naturally, pattern recognition seems to be a good choice because it provides a larger number of direct commands making the HCI more efficient. Nevertheless, a large number of distinct commands demand a larger amount of classes. The process of decoding a large amount of classes is laborious, impractical and demands a good storage space (Schalk et al., 2008). Besides, lot of classes may cause identification errors, and a higher error recognition rate may lead the patient to feel frustrated and to give up of using the system.

The detection approach, however, demands smaller operational and learning efforts from the user. Besides
this method requiring less computational effort for command codification, it also shows less interpretation errors. After a benchmarking, they concluded that the pattern recognition approach must be applied first and, if the user shows any difficult to adapt, the detection approach can be employed.

Furthermore, the user interface must help on performance and learning of the solution. Among the selected works in this review, only Biswas and Samanta (2008) focused on interface improvement and presented an AAC system they called “Friend”.

This system uses figures and alphabets to construct messages and allows the dynamic customization of the interface according to its utilization. Although the system robustness, its graphical interface is confusing because it simultaneously displays a great amount of information for the user on a single screen.

To avoid visually polluting the interface, a preliminary study must be made in order to discover the main user needs as the interface shows only those options with higher priority. Another approach could be organizing the options on a menu structure according to the user needs.

An AAC solution can build messages by employing three kinds of language: text, figures, semantic compaction or a mixture of all these elements. Most of the solutions simply display predefined messages according to the patient’s most frequent daily needs. However, this approach is rather limited. In order to improve the usability, the complexity of composing a new message must be minimized through the optimization of the text entry techniques.

Prabhu and Prasad (2011), Doval et al. (2010) Bhattacharya et al. (2008a; 2008b) Orhan et al. (2012), Park et al. (2012) and Naves et al. (2012) presented AAC systems that use only textual language to compose a message, while Silva and Pereira (2011) proposed a system that composes hybrid messages using semantic compaction.

The use of hybrid language, e.g., textual and figure elements, helps the user to easily identify the desired option through the visual identity of each figure such that even illiterate users can use this kind of system. In this case, each figure must have a single meaning and similar images must be avoided on the symbols set of the AAC solution. Furthermore, the amount of figures on the screen demands special attention to avoid producing a confusing graphical interface.

The cultural level and school degree of people who will use the AAC system should take into account in order to define the system language. The textual language is useful only for literate users, while the language that uses symbols and figures may be applied for all kinds of users, literate and illiterate.

One of the most primitive mechanisms for alternatively entering text is the keyboard (Ghosh et al., 2011). However, due to the users impairments, AAC systems employ virtual keyboards instead of physical ones. According to Molina et al. (2009), a virtual keyboard is a kind of software that shows a keyboard layout on the computer screen. This method enables a detailed formal communication and is an essential element for any AAC system when the patient is literate. On the other hand, Kim et al. (2014), Kwon et al. (2009) and Arif and Stuerzlinger (2013) stated that virtual keyboards show lower typing performance than their physical counterparts, even when users have no disability.

Usakli et al. (2009), Arboleda et al. (2009), Bhattacharya et al. (2008a; 2008b), Car et al. (2011) and Orhan et al. (2012) proposed solutions for AAC that were already functional, that is, these solutions were ready to be used by disabled people. Nevertheless, none of them proposed improvements on the virtual keyboard, despite its importance to the communication interface.

According to Poláček et al. (2012), there is still no definitive solution to the problem of low typing performance of the virtual keyboards. However, for virtual keyboards with general purpose, there are strategies for improving the typing performance that vary from layout optimization (Eggers et al., 2003; Yin and Su, 2011) to the use of text prediction methods (Sørensen, 2007). These improvements could also be applied to the construction of more efficient AAC systems.

Among the works found on this review, only Prabhu and Prasad (2011), Doval et al. (2010) and Orhan et al. (2012) proposed improvements on virtual keyboards. Prabhu and Prasad (2011) and Doval et al. (2010) works took advantage of the letter frequencies in the English language to build an improved layout and also employed text prediction methods. However, only Prabhu and Prasad (2011) proposed an ambiguous keyboard where each key is associated to more than one letter. This kind of keyboard is more suitable for assistive communications, because it requires smaller typing effort (Bhattacharya and Laha, 2012). On the other hand, ambiguous keyboards demand the use of disambiguation algorithms. Prabhu and Prasad (2011) disambiguated the keyboard using distinction between letters.

Orhan et al. (2012) developed communication software that implements the Rapid Serial Visual Presentation (RSVP) paradigm. Instead of displaying a virtual keyboard on the screen, this software sequentially shows each alphabet letter at a time. The presentation order of the alphabet is based on...
a text prediction algorithm. Although Orhan et al. (2012) and Doval et al. (2010) applied prediction techniques, both of them employed unambiguous approaches, what can reduce typing performance and increase user effort.

Among the assistive keyboards described, the most appropriate approach for people with SE was proposed by Prabhu and Prasad (2011). This is because the ambiguous keyboard decreases the typing effort due to reduction of the number of keys. In addition to the disambiguation algorithm a text prediction method can be applied together. The prediction method may suggest words before the user complete the typing process saving some keystrokes. Finally, the keyboard layout organization approach suggested by Doval et al. (2010) may be improved if applied optimization techniques like metaheuristics as genetic algorithms (Levine and Trepagnier, 1990) and ant colony optimization (Eggers et al., 2003).

We identified some limitations of the present AAC environments and data entry devices used to support patients with LIS. Table 4 summarizes the presented drawbacks explained in this section. This table also includes suggestions to improve each limitation.

**Table 4. Limitations and improvements of AAC environments and data entry device.**

<table>
<thead>
<tr>
<th>Related works</th>
<th>Limitation</th>
<th>Improvement proposal</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Simpson, 2008), (Pinheiro et al., 2011)</td>
<td>High cost of input data devices</td>
<td>Use an existing low cost device</td>
</tr>
<tr>
<td>(McCoy et al., 2013), (Hill, 2010)</td>
<td>Lack of training and technical support from suppliers</td>
<td>Develop open source Solution</td>
</tr>
<tr>
<td>(Arnott and Ahlm, 2013), (Ann and Theng, 2011b), (Bhattacharya et al., 2008a; 2008b), (Ming et al., 2009), (Keegan et al., 2009), (Schalk et al., 2008), (Sun et al., 2010), (Thompson et al., 2013)</td>
<td>Low frequency of data input</td>
<td>Recognize patterns of signals instead of working with the binary approach</td>
</tr>
<tr>
<td>(Biswas and Samanta, 2008), (Mason and Chinn, 2010)</td>
<td>Complex communication environment Interface</td>
<td>Conduct a usability study for this type of application</td>
</tr>
<tr>
<td>(Prabhu and Prasad, 2011), (Doval et al., 2010), (Silva and Pereira, 2011), (Bhattacharya et al., 2008a), (Besio et al., 2009), (Pinheiro et al., 2011), (Orhan et al., 2012), (Park et al., 2012), (Silva and Pereira, 2011), (Naves et al., 2012)</td>
<td>Homogeneous strategy representation of natural language</td>
<td>Representing natural language by symbols and letters</td>
</tr>
<tr>
<td>(Prabhu and Prasad, 2011), (Usakli et al., 2009), (Doval et al., 2010), (Arboleda et al., 2009), (Besio et al., 2009), (Bhattacharya et al., 2008a; 2008b), (Biswas and Samanta, 2008), (Car et al., 2011), (Pinheiro et al., 2011), (Orhan et al., 2012)</td>
<td>Arrangement of the virtual keyboard keys</td>
<td>Designing a set of keys optimized for text input</td>
</tr>
<tr>
<td>(Prabhu and Prasad, 2011), (Usakli et al., 2009), (Doval et al., 2010), (Arboleda et al., 2009), (Besio et al., 2009), (Bhattacharya et al., 2008a; 2008b), (Biswas and Samanta, 2008), (Car et al., 2011), (Pinheiro et al., 2011), (Orhan et al., 2012)</td>
<td>Multiple interactions for a single character selection</td>
<td>Using predictive text techniques to decrease the interaction with the input device</td>
</tr>
</tbody>
</table>
Answers of the research questions

The first question in this systematic review aims to identify AAC techniques and methodologies that use computing devices to assist people with classic LIS. The second question aims to find out which one of these technologies is less invasive.

The Human Computer Interface techniques identified in this systematic review are: Facial Expression, Brain-Computer Interface, Eye Tracking, Speech Recognition and Electrooculogram, as described in subsection Secondary Components and listed in Table 2.

The input signal for HCI devices using eye movement and facial expressions are typically acquired by cameras or surface electrodes. The use of cameras needs no physical contact with the input device, while signal acquisition by EOG requires surface electrodes.

Devices that use speech recognition require microphones for signal acquisition. However, patients with classic LIS are speechless and unable to express themselves through speech.

Finally BCI-based systems use electrodes to perform signal acquisition. There are two types of electrodes: needle or surface electrodes. Both of them require physical contact between the patient and the acquisition device.

Therefore, we concluded that the cheapest and less invasive HCI technique that one can employ on an AAC system is Eye or Face Tracking using cameras. This approach is less expensive because the majority of the computers include a webcam that can be applied for AAC applications. This approach requires no physical contact between the patient and the electronic device, providing a non-invasive solution. Furthermore, there are free software such as ITU GazeTracker (San Agustin et al., 2010) that implement eye tracking algorithms.

However, some patients have no motor control over the eye or face muscles. Therefore, a BCI approach is the only way to allow these patients to use AAC systems. On the other hand, as we have already stated, this solution requires surface electrodes, installation and calibration support, what makes BCI more expensive than a camera based solution.

In the next section, this paper proposes a conceptual communication environment to overcome the limitations presented in Table 4. Additionally, we suggest a hybrid HCI technique to allow any motor impaired patient to use an AAC system.

Proposition of an Alternative and Augmentative Communication Environment

Each related work in this review brought one or more contributions to AAC area. Some showed improvements in primary components, other in secondary components and few in tertiary components.

In order to develop an adaptive, robust and low cost communication environment, this paper conceives software with four modules: data entry, communication, aid to the caregiver, and external interaction. This software will consist of primary, secondary and tertiary components in order to accomplish the users’ communication needs. Figure 2 illustrates the user interaction with the conceived communication environment and its functionalities.
Aiming to increase patient’s communication speed (Hill, 2010), the communication module shown in Figure 2 will be composed of icons and words that represent the most frequent actions required by the patients. Thus, this module must consist of an optimized, compact, flexible and adaptive hybrid virtual keyboard (alphabet and figures).

In order to minimize the number of interactions required to write a word, text-predicting algorithms will be implemented and used by the virtual keyboard. This keyboard will be compact such that more than one letter is displayed for each key. So, the amount of interactions per key to write a word will be minimized. Finally, the keyboard layout will be adjusted on runtime by changing the order of both the keys and the suggested vocabulary according to their frequency of use.

The use of figures on the communication module will assist the patient to express their basic needs without having to write complete sentences (Tsai, 2013). For instance, if the patient wishes to drink water or take a bath, he will be able to select a figure or even a sequence of figures that represent those actions. The patient will also be able to use both figures and words in the virtual keyboard.

The data entry module will provide a communication interface between the user and the computer. Figure 2 shows the BCI and eye movement techniques that will be used as input data. This interface will be low cost and non invasive.

The aid to the caregiver module will be used to support caregivers in essential procedures to accomplish the will and the daily needs of patients. This module will be able to manage different kinds of media, providing Instructional videos to help supporting the patients in their daily needs like teaching how to position the patient on bed or take him to the bathroom. Also, a system usage manual will be provided in video and text, including technical support information to allow continued use of the communication environment.

The external interaction module will contain input and output interfaces responsible for communication with other software. The aim of this last module is to provide a way of integrating other software in the communication environment, for instance, a kind of software to control a television set.

Whereas most of the works selected in this review usually focused on a single component of the AAC environment, the proposed environment is an integrated system comprising all components. The works of Biswas and Samanta (2008), Doval et al. (2010), Prabhu and Prasad (2011), Naves et al. (2012) and Park et al. (2012) presented a communication system similar to the one here proposed. Although, the software and hardware worked with all components, those systems are not suitable to the Portuguese language and they do not have a compact and optimized virtual keyboard. Furthermore, those studies use a single input device and do not contain modules to aid caregivers and to provide external interaction.

The caregiver module will have informative media and reminders of daily activities. The caregivers will benefit from the use of this environment. Finally, the external interaction module may help the individual with LIS to interact with the external devices.

Among the advantages of the communication environment proposed in this paper, we highlight the use of a hybrid human-computer interface for data entry such that a greater number of people will be able to use it. Another advantage is the compact and optimized keyboard that will use techniques of text predicting, in Portuguese, to make easier the writing of messages easier.

**Conclusion**

This systematic review found works on devices, techniques and methodologies to assist directly or indirectly people with Locked-in Syndrome. We selected 45 significant publications. These publications were classified into three categories: Concepts and Reviews of Augmentative and Alternative Communication; Communication Software; and methods of Human-Computer Interface.

Based on the methods of Human-Computer Interface category we identified Eye and Face tracking using cameras as less invasive and cheaper communication technique.

The analysis of the selected works allowed us to list the limitations of using AAC devices when supporting people with LIS. These limitations are mainly related to the delay on the data entry, the adaptability of the human-computer interface to LIS patients.

Besides discouraging the continued use of the AAC communication environments, these limitations result in a fragile process of communication. So, we propose an environment in order to provide more effective communication for people with LIS.

The environment here proposed will comprise modules for data entry, communication, aid to the caregiver, and external interaction. The purpose of the data entry and communication modules is to improve the speed of communication. The aid to the caregiver module aims to provide the caregiver information to help in interacting with patients accordingly to their daily needs. Finally, the external interaction module will integrate the module of data entry with other
software installed on the same computer in order to allow controlling other devices like a TV set.

The sequence of this work will be made in two stages. The first will be the development of the human-computer interface using BCI and eye movement tracking. The implementation of the communication software according to the proposal presented in this paper will be the second stage.
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