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Abstract: The normal distribution has a central place in distribution theory and statistics. We propose

the log-odd normal generalized (LONG) family of distributions based on log-odds and obtain some of

its mathematical properties including a useful linear representation for the new family. We investigate, as

a special model, the log-odd normal power-Cauchy (LONPC) distribution. Some structural properties of

LONPCdistribution are obtained including quantile function, ordinary and incompletemoments, generating

function and some asymptotics. We estimate the model parameters using the maximum likelihood method.

The usefulness of the proposed family is proved empirically by means of a real air pollution data set.

Key words: Generalized class, maximum likelihood estimation, normal distribution, power-Cauchy

distribution, Shannon entropy.

INTRODUCTION

The normal distribution plays an important role in statistical theory and real data applications. The

probability density function (pdf) and cumulative distribution function (cdf) of the normal random variable

(rv) T with mean μ = 0 and standard deviation λ > 0, say T ∼ N(0,λ2), are given by

r(t) =
1
λ
√

2π
exp

(
–

t2

2λ2

)
=

1
λ

ϕ

( t
λ

)
1R(t) (1)

and

R(t) = Φ
( t
λ

)
, (2)
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where ϕ(·) and Φ(·) denote the pdf and cdf (Laplace function) of the standard normal distribution,

respectively, and 1S(x) stands for the indicator of the event x ∈ S.
Some closely related alternatives and generalizations of the normal distribution have been reported in

literature. The half-normal (HN) distribution is obtained when the N(0,λ2) distribution is folded about the
origin, and has been used as a model for left-truncated data, which has applications in many fields (Wiper et

al. 2008). Leone et al. (1961) proposed the folded-normal (FN) distribution when the measurement system

produces only non-negativemeasurements from a normally distributed process.When the location parameter

μ = 0, then the FN rv reduces to the HN rv (Gui et al. 2013). The pdf and cdf of the HN distribution with

scale parameter λ > 0 are, respectively, given by

f(x;λ) =

√
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and
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where Φ(x) = 1
2
[
1 + erf

( x√
2

)]
and erf(x) = 2√

π

∫ x
0 e–t2 dt is the error function.

Rogers and Tukey (1972) proposed and studied the properties of the slash-normal (SN) family, which

has heavier tails than the normal ones, i.e., it has greater kurtosis. The slash distribution is closely related

to the normal distribution and is represented as the quotient of a normal rv (numerator) and the power of a

uniform rv (denominator), both independent rvs. Hence, we can say that a rv S has a slash distribution if it

can be represented as S = ZU–1/q, where Z ∼ N(0,1) is independent of U ∼ U(0,1) and q > 0. In particular,
if q → ∞, then it follows the standard normal distribution and, for q = 1, we obtain the canonic (standard)
slash density given by

f(x) =

{[
ϕ(0) – ϕ(x)

]
x–2 x 6= 0,

ϕ(0)/2 x = 0.
(3)

O’Hagan and Leonard (1976) pioneered the skew-normal (SN) distribution with asymmetry parameter λ

(see also Azzalini 1985). We write X ∼ SN(λ) if the pdf of X is

f(x;λ) = 2ϕ(x)Φ(λx), x ∈ R .

Obviously, SN(0) denotes the standard normal distribution N(0,1).
Cooray and Ananda (2008) defined the generalized half-normal (GHN) distribution, which has both

monotone and non-monotone hazard rate shapes. The pdf and cdf of the GHN distribution with positive

scale parameter λ > 0 and shape parameter α > 0 are given by

f(x;λ,α) =

√
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and

F(x;λ,α) = 2Φ
(
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)
– 1 = erf

(
xα√
2 λα

)
1R+(x),

respectively. Clearly, for α = 1, the GHN distribution reduces to the HN distribution.
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Any extended normal distribution becomes flexible when shape parameter(s) are added to the normal

density through generalized classes reported in literature. Some published generalizations of the normal

distributions provide flexible shapes for their densities and hazard rates. Eugene et al. (2002) and

Famoye et al. (2004) proposed the beta-G class and studied some properties of the beta-normal (BN)

distribution. Correa et al. (2012) introduced the Kumaraswamy-normal (KwN) distribution by using the

Kumaraswamy-G class originally proposed by Cordeiro and de-Castro (2011). Alzaatreh et al. (2014a)

introduced the gamma-normal (GaN) distribution from the T-X (Gamma-X andWeibull-X) family defined by

Alzaatreh et al. (2013).Alzaatreh et al. (2014b) defined and discussed the T-normal family. Lima et al. (2015)

studied the GaN model from the gamma-G class reported by Zografos and Balakrishnan (2009). Cordeiro et

al. (2012) introduced the McDonald-normal (McN) distribution using the McDonald-G class pioneered by

Alexander et al. (2012). Braga et al. (2016) defined the odd log-logistic normal (OLLN) distribution from

the odd log-logistic-G (OLL-G) class proposed by Gleaton and Lynch (2006).

The main objectives of the paper are to define a new extended normal class named the log-odd

normal generalized (LONG) family and derive a simple general linear representation for obtaining some

of its mathematical properties. It is unfolded as follows. In section ‘The LONG FAMILY’, we define the

LONG family and describe its motivation. In section ‘LINEAR REPRESENTATION OF LONG FAMILY

DENSITY’, a linear representation for the family density is obtained, In section ‘MATHEMATICAL

PROPERTIES OF LONG FAMILY’, we perform a modality analysis and obtain some useful properties

of the new family such as asymptotics, moments and generating function. In section ‘LONG POWER

CAUCHY DISTRIBUTION AND ITS PROPERTIES’, some structural properties of a special model of

the LONG family, namely the log-odd normal power-Cauchy (LONPC) distribution are investigated along

with the maximum likelihood method which is used to estimate the parameters of LONPCmodel. In section

‘ APPLICATIONASAN ILLUSTRATION OF LONG FAMILY’, the usefulness of the LONGPC model is

illustrated bymeans of a real data set on air pollution data, and prove empirically that the LONPC distribution

outperforms some well-known lifetime models. The last section offers some concluding remarks.

THE LONG FAMILY

Studying the beta-generated family, answering in the same time to the question: Can we use other

distributions with different supports as the generators to derive different classes of distributions?, Alzaatreh

et al. (2013) have proposed the T–X family of distributions.

Let r(t) be the pdf and R(t) be the cdf of a rv T ∈ [a,b] for –∞ < a < b < ∞ and let W ◦G(x) 1 be a

function of a baseline cdf G(x) defined on a standard probability space (Ω,F ,P) so that W◦G(x) satisfies
the following conditions (Alzaatreh et al. 2013):

(i) W◦G(x) ∈ [a,b];
(ii) W◦G(x) is differentiable and monotonically non-decreasing, and
(iii) lim

x→–∞
W◦G(x) = a and lim

x→∞
W◦G(x) = b.

The cdf of the T–X family is defined by

F(x) =
∫ W◦G(x)

a
r(t)dt = R◦W◦G(x), (4)

1Here and in what follows, x 7→ f1 ◦ f2(x) = f1(f2(x)) denotes the composite function of f1, f2, respectively.

An Acad Bras Cienc (2019) 91(2) e20180207 3 | 22



MUHAMMAD ZUBAIR et al. LOG-ODD NORMAL GENERALIZED DISTRIBUTIONS

where W◦G(x) satisfies the conditions (i)-(iii).
The pdf corresponding to (4) reduces to (Alzaatreh et al. 2013)

f(x) = r◦W◦G(x)
d

dx
W◦G(x) . (5)

Let G(x), g(x), G(x) = 1–G(x) and QG(p) = G–1(p) be the cdf, pdf, survival function (sf) and qf of a baseline
continuous rv. Then, the odds (O), log-odds (LO) and log-odd ratio (LOR) functions are defined by O(x) =[
G(x)/G(x)

]
, LO(x) = ln

[
G(x)/G(x)

]
and LOR(x) = LO′(x) = g(x)/[G(x)G(x)], respectively. The use of the

odd ratio is becoming very popular and has applications in the fields of reliability and survival analysis,

large sample theory, discriminant analysis, among others. The LOR is also a useful measure for modeling

data that exhibits non-monotone failure rate. The distributions, being non-monotone in terms of failure rate,

are monotone in terms of LOR (see Wang et al. 2003).

Some generalized classes have been proposed using the O-function in literature viz. odd log-logistic-G

(Gleaton and Lynch 2006), odd gamma-G (Torabi and Montazeri 2012), odd generalized exponential-G

(Tahir et al. 2015), odd Burr-G (Alizadeh et al. 2017), generalized odd half-Cauchy-G (Cordeiro et al. 2017),

odd Birnbaum-Saunders-G (Ortega et al. 2016) and odd Weibull-G (Bourguignon et al. 2014). Only two

generalized classes have been proposed so far from the LO function called the LO-logistic-G (Torabi and

Montazeri 2014) and LO-Gumbel-G (Al-Aqtash et al. 2014, 2015) models (when x ∈ R).
In this paper, we propose and study a new generalized family by considering the LO function, i.e.

W◦G(x) = ln[G(x)/G(x)]. Henceforth, wewrite the short-handsG(x) := G(x;ξ) and F(x) := F(x;λ,ξ) omitting
by convention the parameters λ,ξ throughout. Then, we define the cdf of the LONG family by

F(x) =
1
λ
√

2π

∫ ln G(x)
G(x)

–∞

exp

(
–t2

2λ2

)
dt =

1
2

[
1 + erf

(
1
λ
√

2
ln

G(x)
G(x)

)]
. (6)

Two interpretations of this family can be given as follow. For the first interpretation, let T be a rv defined on

a standard probability space (Ω,F ,P) describing a stochastic system by the cdf G(x). If the rv X represents

the odds, the risk that the system following the lifetime Twill be not working at time x is given byG(x)/G(x).
If we are interested in modeling the randomness of the LO by the cdf Π(x) =Φ

(
λ

–1 lnx
)

1R+(x), the cdf of
X is given by

P(X ≤ x) = Π
(

G(x)
G(x)

)
= Φ

(
1
λ

ln
G(x)
G(x)

)
.

For the second interpretation of (6), we take a LONG rv X and a rv T with cdf Φ
(
λ

–1 ln t
)
, for t > 0. Then,

P(X ≤ x) = F(x) = Φ
(

1
λ

ln G(x)
G(x)

)
= P
(

T ≤ G(x)
G(x)

)
. Since the function ρ(x) = G(x)/G(x) is always monotonic

and non-decreasing, this implies that T D= ρ(X).2 So, if X has the LONG distribution, then T = ρ(X) has cdf

given by Φ
(
λ

–1 ln t
)

1R+(t), holding for every continuous cdf G(x).
Note that the SN distribution is just a special case of the LONG family. In fact, we can obtainAzzalini’s

model (Azzalini 1985) by taking the Burr type II as baseline G in our LONG cdf (6).

The pdf corresponding to (6) is given by

f(x) =
g(x)

λ
√

2πG(x)G(x)
exp
[

–
1

2λ2
ln2 G(x)

G(x)

]
, (7)

2Here, as usual we write
D= for equality of random variables in distribution.
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whereas the associated hazard rate function (hrf) becomes

h(x) =
2g(x)

λ
√

2πG(x)G(x)

exp
[
– 1

2λ2 ln2 G(x)
G(x)

]
{

1 – erf
[

1
λ

√
2

ln G(x)
G(x)

]} . (8)

Henceforth, we denote by X a rv having pdf (7) with parameters λ and ξ.

We emphasize that hundreds extended distributions have been developed by introducing two or more

parameters to a baseline distribution in the last two decades for modeling data in several applied areas such

as biology, oncology, environmental and medical sciences, engineering and economics. However, there is

a clear need for further simple extended families in these areas, that is, new very flexible models to fit real

data that present large intervals for skewness and kurtosis and heavy-tailed shapes. The LONG family aims

to fill part of this gap by constructing new flexible distributions with just one additional parameter, while

some other known families such as beta and Kumaraswamy have two extra parameters.

Furthermore, the basicmotivation for considering the LONG family in practice are the following desired

tasks:

(i) have one extra parameter, whereas some known generators such as beta and Kumaraswamy

have two;

(ii) make the kurtosis more flexible compared to the baseline model;

(iii) produce a skewness for symmetrical distributions;

(iv) construct heavy–tailed distributions that are not longer-tailed for modeling real data;

(v) generate distributions with symmetric, left-skewed, right-skewed and reversed J-shaped;
(vi) define special models with all types of the hrf;

(vii) provide consistently better fits than other generated models under the same baseline

distribution.

Lemma 1. The qf of X can be obtained by inverting (6) as

Q(p) = F–1(p) = QG

 exp
[
λ
√

2erf–1(2p – 1)
]

1 + exp
[
λ
√

2erf–1(2p – 1)
]
 1(0,1)(p). (9)

If U ∼ U(0,1), the solution of the nonlinear equation X = Q(U) possesses pdf (7).
The next lemma connects the normal distribution and the LONG family.

Lemma 2. If T ∼ N(0,λ2), then X = G–1
(

eT

1+eT

)
follows the LONG family.

Further, the following two lemmata provide the rth ordinary moment and Shannon entropy of X.
Lemma 3. The rth ordinary moment of X is given by

E(Xr) =
1
λ
√

2π

∫
R

[
G–1

(
et

1 + et

)]r
exp

(
–

t2

2λ2

)
dt. (10)

The assertion follows from Lemma 2. Moreover, due to non–closed form of the integral in (10)

numerical integration can be used to obtain the rth moment of the LONG family and its special models.
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Lemma 4. The Shannon entropy of X, when T ∼ N(0,λ2), equals to

ηX = ln
(
λ

√
2πe
)

–E

[
ln g◦G–1

(
eT

1 + eT

)]
. (11)

Here, G–1(·) and g(·) are the qf and pdf of the parent G model, respectively.

We omit the proof since it follows by applying the result in Alzaatreh et al. (2013).

LINEAR REPRESENTATION OF LONG FAMILY DENSITY

Our next task is to establish a power series representation for the cdf F(x) given by (6) in powers of H(x) =
1 – 2G(x), where G(x) is the baseline cdf. We take relations from Equations (39) and (40) (consult also

Appendix A for notation) by which the algebraic developments are based on well-known hypergeometric

functions

F(x) =
1
2

[
1 +

w√
π

1F1

(1
2

;
3
2

;–w2
)]

, (12)

where

w = –

√
2H(x)
λ

2F1

(1
2

,1;
3
2

;H2(x)
)

. (13)

The inferred form of the cdf given in (12) includes the determination of positive even integer powers of w
(see (39)) which one reduces to the calculation of the coefficients of power series raised to positive integer

powers being the zeroth order coefficient equal to unity (consult Appendix B), that is

w2n =
2n H2n(x)
λ2n

[
1 + ∑

m≥1
bm H2m(x)

]
.

Here, by virtue of (42), we clearly conclude

b0 = 1, bm =
m

∑
k=1

[
(n + 1)

k
m

– 1
] (1

2 )k(1)k

(3
2 )k k!

bm–k, m ∈ N, (14)

where (a)i = Γ(a + i)/Γ(a) = a(a + 1) . . . (a + i – 1) for i ≥ 0 is the Pochhammer symbol (or raising factorial).

Now, the collected relations (6) and (12)–(14) imply

F(x) =
1
2

[
1 –

√
2H(x)
λ
√
π

∑
n,m≥0

(–1)n(1
2 )n

(3
2 )n n!

(√2
λ2

)n
bm H2(n+m)+1(x)

]
. (15)

The multiplication of power series gives

F(x) =
1
2

(
1 –

√
2

λ
√
π

∑
k≥0

ck

[
1 – 2G(x)

]2k+1
)

and then

F(x) =
1
2

[
1 –

√
2

λ
√
π

∑
k≥0

ck

2k+1

∑
`=0

(–2)`
(

2k + 1
`

)
G`(x)

]
, (16)
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where

ck =
k

∑
j=0

(–1)j(1
2 )j

(3
2 )j j!

(√2
λ2

)j
bk–j, k ∈ N0 . (17)

Next, since G′(x) = g(x), the termwise differentiation of (16) gives the pdf of X as

f(x) =
g(x)√
2λ

√
π

∑
k≥0

ck

2k

∑
`=0

(–1)`(`+ 1) 2`
(

2k + 1
`+ 1

)
G`(x) . (18)

By using Bailey’s transformation (Slater 1996;p.58) in (18) to interchange ∑k≥0 ∑
2k
`=0 with the

equivalent summation ∑`≥0 ∑k: 2k≥` (see Srivastava and Manocha 1984;p.100, Lemma 2), we obtain

f(x) =
g(x)√
2λ

√
π

∑
`≥0

(–1)`(`+ 1) 2`
{

∑
k: 2k≥`

ck

(
2k + 1
`+ 1

)}
G`(x) .

The LONG family pdf follows from the last equation as

f(x) =
g(x)√
2λ

√
π

∑
`≥0

ck ∑
k≥b `2c

(–1)`(`+ 1) 2`
(

2k + 1
`+ 1

)
G`(x), (19)

where bzc is the greatest integer less than or equal to z.
The exponentiated-G family with power parameter α > 0, say exp-G(α), has pdf given by hα(x) =

αg(x)Gα–1(x). The corresponding cdf turns out to be Hα(x) = Gα(x). Clearly, h1(x) is the baseline pdf
g(x). For an associated rv Y this correspondence is denoted by Y ∼ exp-G(α). Several properties of exp-G

distributions have been studied by many authors in recent years.

Equation (19) can be reduced to

f(x) = ∑
`≥0
ω` h`+1(x) , (20)

where

ω` =
(–1)` 2`√

2λ
√
π

∑
k≥b `2c

ck

(
2k + 1
`+ 1

)
, ` ∈ N0 ,

and h`+1(x) = (`+ 1)g(x)G`(x) is the exp-G density with power parameter `+ 1 (for `≥ 0).
Equation (20) reveals that the LONG family density can be represented by an infinite linear combination

of exp-G densities. However, this mutually means that the pdf/cdf of the LONG family possesses a linear

representation in terms of the pdf/cdf of the associated exp-G random variable. Thus, some mathematical

properties of the proposed family can be derived from those properties of the exp-G class. We emphasize

that more than thirty five exp-G distributions have been published so far. All these distributions can be

used to generate new special models of the LONG family. Clearly, we can obtain directly from the linear

representation some of their structural properties from those exp-G properties.

MATHEMATICAL PROPERTIES OF LONG FAMILY

The formulae derived throughout the paper can be easily handled in most symbolic computation software

platforms such as Maple, Mathematica and Matlab. These platforms have currently the ability to deal
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with analytic expressions of formidable size and complexity. Established explicit expressions to calculate

statistical measures can be more efficient than computing them directly by numerical integration.

MODALITYANALYSISOFLONGFAMILY.Themodality analysis of a continuous distribution includes as starting

point the number and magnitudes of the related pdf’s peaks. The rv X belonging to the LONG family is

determined by the pdf f(x) given in (7), and then the stationary points set associated with the maxima consists
from the values for which [ln f(x)]′ = 0. Assuming that the baseline cdf y = G(x) is twice differentiable, the
results are the roots of the second-order nonlinear ordinary differential equation (ODE)

y(1 – y)y′′ = y′2
(

1 – 2y +
1
λ2

ln
y

1 – y

)
. (21)

Obviously, we consider this equation inside the set supp(f) = {x: f(x) > 0}. For the solution by setting u =
u(y) = y′ and reducing (21), we obtain

u′ =
1 – 2y + 1

λ2 ln y
1–y

y(1 – y)
.

Integrating twice, first with respect to y, and then with respect to x, we have

y(x) =
exp
{
λ
√

2 erf–1
(√

2 c1
λ
√
π

(x + c2)
)}

1 + exp
{
λ
√

2 erf–1
(√

2 c1
λ
√
π

(x + c2)
)} ,

where erf–1(·) stands for the inverse error function 3 (the related Mathematica code is InverseErf[x]) and
the integration constants c1, c2 depend on the form of G(x). For the sake of simplicity, we consider only the
case c2 = 0, and then

y(x) =
1

1 + exp
{

–λ
√

2 erf–1(cx)
} ,

where c = cG(λ) =
√

2 c1
λ
√
π

> 0, y(x) being necessarily normalized.
Next, the saddle point of y(x) is determined from

y′′(x) =
λ

2
πc2 exp

{
–λ
√

2erf–1(cx) + 2erf–1(cx)2
}

(
1 + exp

{
–λ
√

2 erf–1(cx)
})3

×
[(

1 +
λ√
2

)
erf–1(cx) + erf–1(cx) exp

{
–λ
√

2 erf–1(cx)
}

–
λ√
2

]
= 0.

Accordingly, setting erf–1(cx) = z, the previous equation reduces to

L(z) = 1 +
λ√
2

+ e–λ
√

2 z =
λ√
2 z

= R(z) . (22)

There is a unique solution z0 = z0(λ) ∈ (0,1), say, of the previous equation (22). Indeed, if λ > 0, the
left–hand–side expressionL(z)↘ 1+ λ√

2
in z→∞ is greater thenR(1). Consequently, the hyperbolaR(z) and

3The inverse error function y = erf–1(x) can be defined as a function which satisfies erf–1 ◦erf(x) = x, x ∈R; also it is a particular
solution of the nonlinear ODE y′′ – yy′2 = 0.
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the exponential function L(z) have an unique intersection inside the vertical half-strip {z+ iη : z ∈ (0,1), η ∈
R+}. So, the abscissa of the pdf’s peak becomes x0 = erf(z0)/cG(λ). Obviously, the left z–half-plane does
not contain any real solution of (22). So, since the stationary point of the pdf (7) is inside supp(f), the second
order non-linear ODE (21) characterizes the peak which describes the mode of the rv X. The rest is obvious.

We can note that (22) should be treated by some of numerical solvingmethods and it has to bementioned

that the case c2 6= 0 cannot harm the previous conclusion.

By these we have proved the following result.

Theorem 5. Let X be a rv coming form the LONG distribution family having twice continuously

differentiable input baseline cdf G(x). Then, for all λ > 0, the rv X is unimodal with the mode

x0 =
erf(z0)
cG(λ)

, z0 ∈ (0,1) ,

where z0 = z0(λ) is the solution of the auxiliary equation (22).

The shape of the hrf (8) of X can be described by f′(x) = –f(x)h(x), which readily follows from the

familiar formula f(x) = h(x) exp
{

–
∫ x

0 h(t)dt
}
.

ASYMPTOTICS OF THE CDFAND PDF OF LONG FAMILY. Let us consider the asymptotics of the cdf and pdf of

the LONG family near to the infimum of the support interval for the baseline cdf G(x), and also when the
argument is growing to the supremum of the support set.

Proposition 6. Let c = inf
x

supp(G). Then, the asymptotics for the cdf and pdf of the LONG family, presented

in Equations (6) and (7), respectively, turn out to be

F(x) ∼ Φ
(
λ

–1 lnG(x)
)

, f(x) ∼ g(x)
λG(x)

ϕ

(
λ

–1 lnG(x)
)

, x → c+.

Moreover, let d = sup
x

supp(G), say; then, there holds true

F(x) ∼ Φ
(
λ

–1 lnG(x)
)

, f(x) ∼ g(x)
λG(x)

ϕ

(
λ

–1 lnG(x)
)

, x → d–.

We omit the straightforward proofs of these results, remarking that the asymptotic of the related hrf

follows ad definitionem by the previous results for the cdf and pdf.

MOMENTS. Henceforth, let Y`+1 ∼ exp-G(`+1), `∈N0. The rth moment of X can be obtained from (7) and

(20) as

μ
′
r = E(Xr) = ∑

`≥0
ω`E(Yr

`+1) = ∑
`≥0

(`+ 1)ω` τr,`, (23)

where ω` is given by (20) and

τr,` =
∫
R

xr G`(x)g(x)dx =
∫ 1

0
QG(u)r u`du.

The ordinary moments of several special LONG distributions can follow directly from (23). Further,

the central moments and cumulants of X can be determined from the ordinary moments using well-known

formulae.
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The rth incomplete moment of X is determined as

mr(y) =
∫ y

–∞

xr f(x)dx = ∑
`≥0

(`+ 1)ω`
∫ G(y)

0
Qr

G(u)u` du, (24)

where the last integral can be evaluated at least numerically for most baseline G distributions.

The first incomplete moment m1(y) plays an important role for measuring inequality such as the mean
deviations and Lorenz and Bonferroni curves.

GENERATING FUNCTION. Here, we provide a formula for the moment generating function (mgf) M(t) =
E(etX) of X. It follows from (7) that

M(t) =
∞

∑
`=0
ω` M`+1(t) =

∞

∑
`=0

(`+ 1)ω` ρ`(t), (25)

where M`+1(t) is the mgf of Y`+1 and

ρ`(t) =
∫
R

etx G`(x)g(x)dx =
∫ 1

0
etQG(u) u` du

can be evaluated at least numerically for most baseline models.

We can obtain the mgfs of several special LONG distributions directly from both equations in (25).

ESTIMATION. Inference can be carried out in three different ways: point estimation, interval estimation and

hypothesis tests. Several approaches for parameter point estimation were proposed in the literature but the

maximum likelihood method is the most commonly employed. The maximum likelihood estimates (MLEs)

enjoy desirable properties that can be used when constructing confidence intervals for the model parameters.

Large sample theory for these estimates delivers simple approximations that work well in finite samples. The

normal approximation for theMLE in distribution theory is easily handled either analytically or numerically.

Here, we consider the estimation of the unknown parameters of the new distribution by the maximum

likelihood method. Let x1, . . . ,xn be n observed values from the LONG family of distribution given by

(7)with vector of parameters Θ =
(
λ,ξ
)T
. The log-likelihood function `(Θ) related to the parameter vector

Θ becomes

`(Θ) = –
n
2

ln
(

2πλ2
)

+
n

∑
j=1

ln g(xj) –
n

∑
j=1

ln G(xj)G(xj) –
1

2λ2

n

∑
j=1

ln2 G(xj)

G(xj)
,

where g(xj) := g(xj;ξ) and G(xj) := G(xj;ξ) by convention. The function `(Θ) can be maximized either

directly by using well-known platforms such as the R (optim function), SAS (PROC NLMIXED), Ox program
(MaxBFGS sub-routine) or by solving the nonlinear likelihood equations obtained by differentiation.

The compactness of the parameter space Θ and the continuity of the likelihood function on Θ are

sufficient for the existence of the MLE.Also, if this parameter space is convex and the likelihood function is

strictly concave in the model parameters, then the MLE is unique when it exists. General conclusions about

these items depend on the nature of the parameter space which is related to the baseline distribution G. In
fact, we do not need the third derivative of the log-likelihood function (as it is assumed by Cramér’s theorem

regarding asymptotic of the MLE) with respect to the parameter as stated by Theorem II in Gurland (1954)

which guarantees the existence of a solution of the likelihood equation, being in the same time a consistent

estimator of the involved parameter requiring derivatives only of second order. The MLE solution remains

in the same time asymptotical normal and efficient. The LONG cdf given by (6) is assumed to be twice
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differentiable with respect to the variable x. However, for the Gurland’s conditions, it should be three times
differentiable with respect to the parameter vector Θ. Since `(Θ) is composite function built by three times
differentiable function G, Gurland’s conditions are satisfied. So, the regularity and the existence of MLE

with desired properties follow.

The components of the score vector U(Θ) are given by

Uλ = –
n
λ

+
1
λ3

n

∑
j=1

ln2 G(xj)

G(xj)
,

Uξ =
n

∑
j=1

g(ξ)(xj)
g(xj)

–
G(ξ)(xj)

G(xj)
–

G(ξ)(xj)

G(xj)


–

1
λ2

n

∑
j=1

g(xj)

G(xj)G2(xj)
ln

G(ξ)(xj)

G(xj)

{
G(xj)G2(xj)g(ξ)(xj) + g(xj)G(xj)G(ξ)(xj)

[
3G(xj) – 1

]}
,

where φ(ξ)(·) denotes the derivative of the function φ with respect to ξ. Setting Uλ and Uξ equal to zero and
solving the equations simultaneously yield the MLE Θ̂ = (λ̂, ξ̂)T.

Under general regularity conditions
√

n(Θ̂ –Θ) a∼ N2(0,K(Θ)–1), where K(Θ) is the 2× 2 expected

information matrix and
a∼ denotes asymptotic distribution. For n large, K(Θ) can be approximated by

the observed information matrix. This normal approximation for the MLE Θ̂ can be used for construing

approximate confidence intervals for the parameters a and ξ. Likelihood ratio statistics can be adopted in
the usual way for testing hypotheses on these parameters.

LONG POWER-CAUCHY DISTRIBUTIONAND ITS PROPERTIES

Rooks et al. (2010) introduced a two-parameter power-Cauchy (PC) distribution. The rv Z has the PC

distribution when the associated cdf and pdf are given by

GPC(x) = GPC(x;α,σ) =
2
π

tan–1
(x
σ

)
α

1R+(x) (26)

and

gPC(x) = gPC(x;α,σ) =
2
π

(
α

σ

) (x
σ

)
α–1
[

1 +
(x
σ

)2α
]–1

1R+(x), (27)

respectively, where α > 0 is the shape parameter and ς > 0 the scale parameter. We will write this

correspondence Z ∼ PC(α,σ) in the sequel.
From (6), (7), (26) and (27), the LONPC cdf is given by

F(x) = F(x;α,σ,λ) =
1
2

[
1 + erf

(
1
λ
√

2
ln

2
π

tan–1 ( x
σ

)
α

1 – 2
π

tan–1
( x
σ

)
α

)]
1R+(x). (28)

The related pdf is equal to

f(x) =
α

(x
σ

)
α–1

λσ
√

2π
[

1 +
(x
σ

)2α
]

tan–1
(x
σ

)2α
[

1 –
2
π

tan–1
(x
σ

)
α
] exp

–
1

2λ2
ln2

2
π

tan–1
(x
σ

)
α

1 –
2
π

tan–1
(x
σ

)
α

 1R+(x).

(29)
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Henceforth, a random variable having pdf (29) is denoted by X ∼ LONPC(λ,α,σ).
Note.For α = 1 the equation (29) reduces to the log-odd-normal half-Cauchy (LONHC) distribution not

known in literature yet.
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(a) (b)
Figure 1 - Plots of the LONPC density for some values of λ and α.
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(a) (b)
Figure 2 - Plots of the LONPC hazard rate for some values of λ and α.

Figures 1 and 2 display some plots of the density and hrf of X when σ= 1 for different values of α and

λ. The plots in Figure 1 reveal that the LONPC density produces only unimodal (right-skewed) shape. The

plots in Figure 2 indicate that the hrf of X can have decreasing failure rate (DFR) and upside-down bathtub

(UBT) shapes.
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The shapes of the density and hazard rate functions ofX can be described analytically using the Theorem

5 which identifies the modality of the LONG distribution family. So, does the LONPC distribution family

too. We recall now that

y(1 – y)y′′ = y′2
(

1 – 2y +
1
λ2

ln
y

1 – y

)
, y := F(x),

i.e. the ordinary nonlinear second order differential equation covers the functional behavior of the cdf F(x)
of the LONPC distribution given in (28) when we are looking for the saddle point of the pdf giving the mode

of LONPC distributed rv X. The related hazard rate shape is a corollary of this result.

The asymptotics of the LONPC cdf and pdf follow the lines of previous LONG Proposition. We have

the result.

Proposition 7. The cdf and the pdf of the rvX coming from the LONPC distribution possesses the following

asymptotic behavior either when x → 0 and x → ∞:

F(x) ∼ Φ
(

2α
πλ

ln
x
σ

)
, f(x) ∼ 2α

πλx
ϕ

(
2α
πλ

ln
x
σ

)
.

The proof is an immediate consequence of earlier LONG Proposition, the properties of the Laplace

function Φ and the fact that the standard normal density is an even function. The asymptotic of the hazard

rate function we can derive easily.

The qf of X ∼ LONPC(α,σ,λ) is given by

Q(p) = σ

tan

π
2

exp
[
λ
√

2erf–1(2p – 1)
]

1 + exp
[
λ
√

2erf–1(2p – 1)
]


1
α

1(0,1)(p) , (30)

where erf–1(x) =Φ–1(z/2)/
√

2 defines the inverse error function in terms of the qf of the normal distribution.

Let T ∼ N(0,λ2). Based on second Lemma of LONG family, we obtain

X = σ

[
tan

(
π

2
eT

1 + eT

)]1
α

∼ LONPC(λ,α,σ).

For α = 1, we have X ∼ LONHC(λ,σ).

Theorem 8. The rth ordinary moment of X ∼ LONPC(λ,α,σ) has the following form:

E(Xr) = σr (2π)
r
α ∑

n≥0
κn(r,α)eλ

2n2
, (31)
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where κn(r,α)is defined by the coefficients chain

aj =
(–1)j
π

2j(4j+1 – 1)B2j+2

(2j + 2)!
, j ∈ N0,

bk =
k

∑
n=1

( r
α

n

)
nck, b0 = 1,

nck =



∑
0≤n1,n2,··· ,nk≤n
n1+n2+···+nk=n

n1+2n2+···+knk=k

n!
k

∏
j=1

a
nj
j

∏
j

nj!
,

B(k,n)
(k – n)!

,

κm(r,α) =


1, m = 0,
m
∑
j=1

[
(2k + 2)

j
m

– 1
]

bm–j, m ∈ N,

where B` stands for the Bernoulli number of the order ` ∈ N.
Proof. We have ad definitionem with the aid of (10)

E(Xr) =
σ

r

λ
√

2π

∫
R

[
tan
(
π

2
et

1 + et

)] r
α

exp

(
–

t2

2λ2

)
dt. (32)

The Maclaurin series of the function tan(x) reads Abramowitz and Stegun (1972, p. 75; Eq. 4.3.67)

tan(x) = x ∑
n≥0

(–1)n 4n+1 (4n+1 – 1)B2n+2
(2n + 2)!

x2n, |x| <
π

2
, (33)

where B2n denotes the Bernoulli number of the order 2n. Hence,

S
r
α (t) =

[
tan
(
π

2
et

1 + et

)] r
α

=

[
2π ∑

n≥0

(–1)n
π

2n(4n+1 – 1)B2n+2
(2n + 2)!

(
et

1 + et

)2n+1
] r
α

,

for all real t as |x| = π2 (1 + e–t)–1 < π2 is in accordance with (33). The power series S raised by real power r/α
(see Appendix B) gives

S
r
α (t) =

(
2πet

1 + et

) r
α

∑
k≥0

bk

(
et

1 + et

)2k
, (34)

where according to (43)

bk =
k

∑
n=1

(
μ

n

)
∑
(n)

n!
k

∏
j=1

a
nj
j

∏
j

nj!
, aj =

(–1)j
π

2j(4j+1 – 1)B2j+2

(2j + 2)!
.
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Next,

S
r
α (t) = (2π)

r
α ∑

k≥0
bk

[
∑

n≥0

( r
α

n

)
e–nt
]2k+1

.

By repeating oncemore the whole procedure of the odd integer power of a power series reported inAppendix

B combined with the multiplication of two similar structure power series, we obtain

S
r
α (t) = (2π)

r
α ∑

n≥0
κn(r,α)e–nt ,

where the coefficients κn(r,α) can be obtained recursively.
Now, in establishing the computational series expansion result (31) in treating the integral expression

(32) of

E(Xr) = σr
∫
R

S
r
α (t) exp

(
–

t2

2λ2

)
dt ,

it remains to establish the value of the constituting integral, viz.

E(Xr) =
σ

r (2π)
r
α

– 1
2

λ
∑

n≥0
κn(r,α)

∫
R

exp

(
–nt –

t2

2λ2

)
dt

= σr (2π)
r
α ∑

n≥0
κn(r,α)eλ

2n2
, (35)

which proves the assertion.

The rth ordinary moment of the LONPC distribution can be determined from (23). The ordinary and

incomplete moments of the exponentiated-PC (exp-PC) with power parameter (`+ 1) can follow from the

procedure used in (Tahir et al. 2016) and the power series

[tan(x)]s =
∞

∑
i=0

ai(s)x2i+s, (36)

where a0(s) = 1, a1(s) = s/3, a2(s) = s(5s + 7)/90, etc.
After some algebra, an alternative expression for the rth moment of X based on the PC(α,σ) rv can be

expressed as

E(Xr) = σr
(
π

2

) r
α

∑
k,`≥0

(`+ 1)ω`
(
π

2
)2k ak

( r
α

)(
`+ 2k + r

α
+ 1
) ,

where ak
( s
α

)
,k ∈ N0, is obtained from (36).

From Equation (24), the rth incomplete moment of X is given by

m′
r(y) = σr

(
π

2

) r
α z

r
α

+1(y) ∑
k,`≥0

(`+ 1)ω`
(
π

2
)2k ak( r

α
) z`+2k(y)(

`+ 2k + r
α

+ 1
) ,

where z(y) = 2
π

tan–1( y
σ )α.

Tahir et al. (2016, Sect. 6.10) obtained the mgf of the EPC distribution using exponential partial Bell

polynomials given by

Bs,k = Bs,k(x1, . . . ,xs–k+1) = ∑
s!

c1!c2! . . . (1!)c1(2!)c2 . . .
xc1

1 xc2
2 . . . ,
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where the sum varies over all integers c1, c2, . . .≥ 0 such that c1 +2c2 +3c3 + · · · = s and c1 +c2 +c3 + · · · = k.
These polynomials can be evaluated in MaTHEMATICA and MAPLE.

They demonstrated that the mgf of Ya, say Ma(t), can be expressed as

Ma(t) = a ∑
s,k,r≥0

(σ t)r+k [(0.5π)1/α a0(α–1)]r Bs,k
[a + (k + r)/α] r!k!

, (37)

where di(α–1) = i! (0.5π)2i+α–1
ai(α–1), ai(α–1) comes from Equation (36) and, for i ≥ 1 while,

Bs,k = Bs,k(d1(α–1), . . . ,ds–k+1(α–1)).
Then, the mgf of X follows from Equation (25) as

M(t) =
∞

∑
`=0
ω`M`+1(t),

where M`+1(t) can be determined from Equation (37).

The estimation of the unknown parameters of the LONPC distribution is dealt by the maximum

likelihood method. Let x1, · · · ,xn be n observed values from the LONPC distribution given by (29) with

vector of parameters θ = (α,σ,λ)T. The log-likelihood `(θ) for θ is given by

`(θ) = nln
α

λσ
√

2π
+ (α– 1)

n

∑
i=1

ln
(xi
σ

)
–

n

∑
i=1

ln
(
πzi
2

)
–

n

∑
i=1

ln
[

1 +
(xi
σ

)2α
]

–
n

∑
i=1

ln (1 – zi) –
1

2λ2

n

∑
i=1

ln2 zi
1 – zi

, (38)

where zi = 2
π

tan–1 (xi
σ

)α
.

TheMLE θ̂ of θ can be obtained bymaximizing the log-likelihood function `(θ)with respect to θ. There
are several routines available for numerical maximization of (38) given in the R program (optim function),
SAS (PROC NLMIXED), Ox (sub-routine MaxBFGS). Alternatively, we can differentiating (38) and solving the
resulting nonlinear likelihood equations.

The partial derivatives of `(θ) with respect to the parameters are given by

∂ `(θ)
∂ α

=
n
α

+
n

∑
i=1

ln
xi
σ

+
σ

α

n

∑
i=1

z′iσ
zi

ln
xi
σ

+
π

ασα–1

n

∑
i=1

z′iσxαi ln
(xi
σ

)
–

2
ασα–1

n

∑
i=1

z′iσ
1 – zi

xαi ln
(xi
σ

)
+

2
αλ2σα–1

n

∑
i=1

z′iσxα–1
i

zi(1 – zi)
ln

zi
1 – zi

ln
(xi
σ

)
,

∂ `(θ)
∂ σ

= –
nα
σ

–
n

∑
i=1

z′iσ
zi

–
π

σα

n

∑
i=1

z′iσ xαi +
n

∑
i=1

z′iσ
1 – zi

–
1
λ2

n

∑
i=1

z′iσ
zi(1 – zi)

ln
zi

1 – zi
,

∂ `(θ)
∂ λ

= –
n
λ

+
1
λ3

n

∑
i=1

ln2 zi
1 – zi

,

where z′iσ = – 2α
πσ

(xi
σ

)α [1 +
(xi
σ

)2α]–1
.
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APPLICATIONASAN EMPIRICAL ILLUSTRATION OF LONG FAMILY

In this section, we fit the LONPC model along with some other competing models to a real data set. We

compare the goodness-of-fit of the LONPCmodel with the beta-half-Cauchy (BHC) (Cordeiro and Lemonte,

2011), Kumaraswamy half-Cauchy (KHC) (Ghosh, 2014), gamma half-Cauchy (GHC) (Alzaatreh et al.

2016), exponentiated half-Cauchy (EHC) and PC models. For each model, we estimate the parameters by

using the method of maximum likelihood and adopt the Cramér–von Mises (W∗), Anderson-Darling (A∗)
and Kolmogrov-Smirnov (K-S) statistics for model comparison purposes. In general, the smaller the values

of these statistics, the better the fit to the data. The densities (for x > 0) and parameters (a,b,β,ς > 0) of the
BHC, KHC, GHC and

EHC models are, respectively, given by

fBHC(x) =
2a
[
tan–1 ( x

σ

)]a–1

σπa B(a,b) (1 +
( x
σ

)2)

[
1 –

2
π

tan–1
(x
σ

)]b–1
1R+(x),

fKHC(x) =
ab2a

[
tan–1 ( x

σ

)]a–1

σπa (1 +
( x
σ

)2)

[
1 –
{

2
π

tan–1
(x
σ

)}a]b–1
1R+(x),

fGHC(x) =
2
[
1 – 2
π

tan–1 ( x
σ

)] 1
β

–1

πσΓ(α)βα (1 +
( x
σ

)2)

(
– ln
[
1 –

2
π

tan–1(x/σ)
])α–1

1R+(x),

fEHC(x) =
a2a

[
tan–1 ( x

σ

)]a–1

σπa (1 +
( x
σ

)2)
1R+(x).

The data set represents the results of a life testing experiment in which specimens of a type of electrical

insulating fluid were subjected to a constant voltage stress. The length of time until each specimen failed

or “broke down” was observed. Seven groups of specimens were tested at voltages ranging from 26 to 38

kilovolts (KV). More details about the data can be found in Nelson (1972). A summary of the data is: n=76,
x̄=98.55763, s=340.7395, skewness=5.14647 and kurtosis=27.29282. The MLEs (with SEs in parentheses),

W∗, A∗ and K-S statistics are listed in Table I. The three goodness-of-fit statistics indicate that the LONPC
model provides the best fit. The histogram of these data and the estimated pdfs of the LONPC distribution

and its competitive models are displayed in Figure 3. It is clear from Table I that the LONPCmodel provides

the best fit. Furthermore, the TTT plot of these data is shown in Figure 4a. It is convex, which suggests a

decreasing failure rate. Figure 4b displays the plot of the estimated LONPC hrf, which is in agreement with

that TTT plot of Figure 4a.

CONCLUSIONS

We introduce and study a new wide log-odd normal generalized family of distributions and obtain some

properties of a special model called the log-odd normal power-Cauchy distribution. We derive a linear

representation for the family density in terms of exponentiated densities. Some structural properties of

the new family and of its special distribution are determined including quantile and generating functions,

ordinary and incomplete moments, asymptotics, among others. We estimate the model parameters by the
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Figure 3 - Density plots of the LONPC, BHC, KHC, GHC, EHC and PC models for Failure data.
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Figure 4 - (a) TTT plot, (b) estimated hrf of LONPC.
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TABLE I

MLEs, their SEs (in parentheses) and goodness-of-fit measures for the Failure data.

Distribution Estimates W∗ A∗ K-S

LONPC(α, ς, λ) 0.0396 0.1111 8.7254 0.0552 0.3591 0.0660

(0.0950) (0.2665) (2.2338)

BHC(a, b, ς) 1.2127 0.4307 1.3306 0.1111 0.7045 0.0891

(0.6451) (0.0785) (1.3117)

KHC(a, b, ς) 1.1680 0.4357 1.5271 0.1091 0.6949 0.0855

(0.7803) (0.0918) (1.7355)

GHC(α, β, ς) 8.7637 0.7655 0.0160 0.0692 0.4927 0.0814

(4.0796) (0.1758) (0.0118)

EHC(a, ς) 2.2433 1.8786 0.1032 0.6635 0.0867

(0.3687) (0.6468)

PC(α, ς) 0.6426 7.5450 0.1057 0.6537 0.0699

(0.0654) (2.0126)

maximum likelihood method. We compare the performance of the new distribution with other related

distributions by means of a real air pollution data set using classical goodness-of-fit statistics.
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APPENDIXA

For the sake of simplicity denote H(x) := G(x) – G(x) which satisfies |H(x)| < 1 being G(x) ∈ (0,1). Then
mutatis mutandis (Abramowitz and Stegun, 1972, pp. 87-8, Eqs. 4.6.22, 4.6.33)

ln
G(x)
G(x)

= ln
1 + H(x)
1 – H(x)

= 2tanh–1 H(x) = ∑
n≥0

[H(x)]2n+1

n + 1
2

= 2 H(x)2F1

(1
2

,1;
3
2

;H2(x)
)

, (39)

where 2F1(·) stands for the familiar Gaussian hypergeometric function. The representation holds true for all
x ∈ R whenever the baseline function G(x) ∈ (0,1).

The hypergeometric form of the error function reads (Abramowitz and Stegun, 1972, p. 297, Eq. 7.1.5)

erf(w) =
2√
π

∫ w

0
e–x2

dx =
1√
π

∑
n≥0

(–1)n w2n+1

n! (n + 1
2 )

=
w√
π

1F1

(1
2

;
3
2

;–w2
)

. (40)

For numerical evaluations in both cases the partial sumswhich turns out to be polynomials of hypergeometric

type can be used.

APPENDIX B

The power series raised to positive integer powers reads as follows (Gradshteyn and Ryzhik, 2000; p. 17,

Sect. 0. 314)

Sn :=
(

∑
k≥0

akxk
)n

= ∑
m≥0

bmxm, n ∈ N0 , (41)

where the coefficients are given recursively

b0 = an
0, bm =

1
m a0

m

∑
k=1

[k(n + 1) – m]ak bm–k, m ∈ N . (42)
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The real power case is investigated by Müller (1987; p. 3, Eq. (6a))

Sμ =
(

∑
k≥0

akxk
)
μ

= ∑
k≥0

bkxk; b0 = 1, bk =
k

∑
n=1

(
μ

n

)
∑
(n)

n!
k

∏
j=1

a
nj
j

∏
j

nj!︸ ︷︷ ︸
nck

. (43)

Here the summation (n) should be used n1 + · · ·+ nk = n and n1 + 2n2 + · · ·+ knk = k upon all 0 ≤ nj ≤ n. On
the other hand nck = Bk,n/(k – n)! is written in the Bell’s polynomial terminology.

Recalling in brief, the exponential partial Bell polynomials (Comtet 1974) are described by

exp
(

u ∑
j≥1

xj
tj

j!

)
= ∑

n,k≥0

Bk,n
k!

tk un,

where

Bk,n = Bk,n(x1,x2, . . . ,xk–n+1) = ∑
(c)

k!
c1!c2! · · · (1!)c1(2!)c2 · · ·

xc1
1 xc2

2 · · · ,

and the summation takes place over all integers c1, c2, · · · ≥ 0, which verify c1 + 2c2 + 3c3 + · · · = k and

c1 +c2 +c3 + · · · = n. These polynomials can be computed in Mathematica using the BellY[k,n,{x1, . . . ,k–
n + 1}] function and in Maple using the IncompleteBellB(k,n,z[1],z[2], . . . , z[k = n + 1]) function.
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