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ABSTRACT 

To enhance speed and agility in interpreting physiological quality tests of seeds, The use 
of algorithms has emerged. This study aimed to identify suitable machine learning models 
to assist in the precise management of seed lot quality. Soybean lots from two companies 
were assessed using the Supplied Test Set, Cross-Validation (with 8, 10, and 12 folds), 
and Percentage Split (with 66% and 70%) methods. Variables analyzed through 
Tetrazolium tests included vigor, viability, mechanical damage, moisture damage, bed 
bug damage, and water content. Method performance was determined by Kappa, 
Precision, and ROC Area metrics. Classification Via Regression and J48 algorithms were 
employed. The technique utilizing 66% of data for training achieved 93.55% accuracy, 
with Precision and ROC Area reaching 94.50% for the J48 algorithm. Applying the cross-
validation method with 10 folds resulted in 90.22% of correctly classified instances, with 
a ROC Area outcome like the previous method. Tetrazolium Vigor was the primary 
attribute used. However, these results are specific to this study's database, and careful 
planning is necessary to select the most effective application methods. 

 
 
INTRODUCTION 

When implementing agriculture, an essential input 
required for crop success is high-quality seeds, along with 
other components. It is crucial for achieving good 
productivity in any crop. Over the years, farmers have been 
encouraged to produce seeds with pure genetics and high 
germination rates (Elias, 2018). According to these authors, 
high-quality seeds are essential for sustainable food 
production and stable profits. Therefore, processes have 
been organized to certify this genetic material, making the 
process easier (Medeiros et al., 2020b). 

However, the seed sector still faces various problems 
in certifying these seeds (Gadotti et al., 2022b). Analyzing 
all tests that determine seed quality generates a vast amount 
of information that makes it impossible for human 
intellectual capacity to conduct a rapid and effective 
analysis within a quality control laboratory in the short term 
(Pinheiro et al., 2021). Therefore, erroneous results can lead 
to economic losses for seed companies (Gadotti et al., 2022a).  

To meet that demand, research in Seed Technology 
has focused on identifying various aspects associated with 
ranking lots based on their seed physiological potential. 
Thus, information technology emerges as a tool to find 
solutions that make analytical processes faster and more 
reliable (Patrício & Rieder, 2018). 

According to Gadotti et al. (2022b), Artificial 
Intelligence, within which machine learning is included, can 
be applied to promote sustainability in the agricultural 
sector to facilitate a better understanding of the production 
chain, optimizing resources at various stages composing it. 
Some published works demonstrate good results in the use 
of machine learning in seed classification. However, for the 
development of further studies, it is important to analyze in 
more depth the training and testing techniques used in 
algorithms, with a deeper investigation into how these 
classifiers are trained before they are tested. In this 
context, it is essential that, when training an algorithm to 
perform an activity, the sample is random, that is, the 
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examples used should not be pre-selected by the 
technician (Peng & Xu, 2022).  

Therefore, the training method used must be 
appropriate to maximize the model performance. Hence, 
this study focused on identifying, among the available 
methods for training, the best fits in algorithms to better 
classify lots of soybean seeds. 
 
MATERIAL AND METHODS 

The study was carried out at the Laboratory of Seed 
Analysis of Base Assessoria Agronômica Ltda company, 
located in Silveira Martins – RS (Brazil), from March 2021 
to April 2022. Samples of soybeans from different varieties 
received by the routine laboratory during this period were 
used, totaling 93 samples. 

Besides seed vigor and viability, we analyzed 

moisture percentage, mechanical damage, moisture 
content, and bug damage using Tetrazolium (TZ) tests. 
The TZ tests followed the procedure in the Seed Analysis 
Rules (Brasil, 2009), in which 100 seeds (two 50-seed 
subsamples) were preconditioned in germination papers 
moistened to 2.5 times their dry weight and kept at 25°C 
for 16 hours. 

After preconditioning, seeds were immersed in a 
0.075% tetrazolium solution, where they were kept at 35 
to 40°C for 150 to 180 minutes in a BOD incubator. After 
staining, they were longitudinally sectioned, exposing 
their embryos, and classified as "viable" (1 to 5) or "non-
viable" (6 to 8), based on their coloration. Then, types of 
damage were indicated following guidelines by França-
Neto e Krzyzanowski (2022). Ninety-two lines with seven 
attributes were generated (Table 1), with 49 lots accepted 
for commercialization and 43 rejected.

 
TABLE 1. Description of the attributes analyzed by data mining. 

Attribute Description Value 

Humidity Humidity {0-100} 

Tetrazolium Vigor {0-100} 

 Viability  

 Humidity Damage  

 Mechanical Damage  

 Bedbug Damage  

Bath Classification Decision Taken {accepted, rejected} 

 
Soybean lots were classified during this research 

since companies did not provide any classes. Therefore, an 
expert scientist in the field was used to approve and reject 
lots according to the requirements for commercialization. 

For processing and prediction, data were initially 
preprocessed so that the tool could accurately perform 
readings and analyses. The data was received in .xls (Excel) 
format, with all attributes in a single line and each value in 
columns, below its respective attribute. This file was 
afterward converted to .csv format. Furthermore, lines with 
missing values or considered incorrect were excluded 
during this process. 

The Weka software, version 3.8.5, developed by the 
University of Waikato (Eibe et al., 2020), was used for data 
mining. Three available forms were used to train the 
algorithms, namely: Supplied Test Set, Cross-Validation 
(with 8, 10, and 12 folds), and Percentage Split (with 66 and 
70% of the data for training). The algorithms tested here 
comprised Classification Via Regression (CVR) and J48, 
following the works by Gadotti et al. (2022a) and Gadotti et 
al. (2022b). 

Then, k-fold cross-validation was performed. It 
subdivides datasets into 90% for training and 10% for 
testing. This process is repeated for the number of times 
(folds) proposed by the operator, changing the parts used for 
training and testing (i.e., performing a new data 
subdivision). This repetition in training reduces the 

underrating or overrating of an algorithm's performance in 
a certain setting. An ideal number of repetitions should be 
identified because, although algorithm training rarely 
generates unsatisfactory results, it may occur when training 
is excessive. Therefore, it is fundamental for proper data 
processing by an algorithm. 

The Percentage Split, unlike k-fold, divides data into 
training and testing once, and Weka can define the 
percentage to be allocated for training. This often generates 
doubts, and many attempts are made to choose the              
best percentage. 

Finally, the Supplied Test Set uses a second dataset 
for training. This set was obtained from a second company 
so that the seed parameters evaluated were identical, with 
the same quantity as the set to be tested.  

Therefore, a second set of data was used, provided 
by an internal seed analysis laboratory (LAIS) of a company 
from Mato Grosso/MT, with 62 classified by the company 
as Accepted and 30 as Rejected. The varieties are indicated 
for cultivation in this state, being produced in the 18/19 
harvest. All evaluated parameters followed the same 
process as the first set so that both had values under the 
same conditions to validate the obtained results. 

Seed analysis data received are inherently 
unbalanced, especially those originating from companies 
that prioritize high-quality lots. To solve this problem and 
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not bias the algorithm, the Resample filter was used, an 
unsupervised instance filter that maintains the class 
distribution in the subsample, where alternatively it can be 
configured to bias the class distribution towards a uniform 
distribution (Gadotti et al., 2022b). This technique performs 
subsampling and is the best among conventional approaches 
(Sarada & Devi, 2019). Feature selection is a key step for 
the classifier to function properly, presenting its best 
performance (Sarada & Devi, 2019). 

According to Mariano (2021), in classification 
problems, there are two possible solutions: correct or 
incorrect. However, in this work, there are also positive and 
negative classes, as it is considered a binary problem 
(Mariano, 2021). For explanation, each class can be 
understood as follows: 

 True Positive (TP): when the classifier places the 
class as positive and upon verification, identifies 
that it is indeed positive; 

 True Negative (TN): when the algorithm 
understands it as a negative class and then certifies 
the information; 

 False Positive (FP): when the computational 
model concludes that the class is positive, 
however, this class is negative, 

 False Negative (FN): when the classifier indicates 
that the class is negative, however, it is positive. 

 

Thus, the following evaluation metrics were used to 
calculate the performance of the methods: Correct 
Instances; Kappa, Precision, and ROC Area according to 
Lever et al. (2016). True positive (TP), false positive (FP), 
true negative (TN), and false negative (FN) values extracted 
from the confusion matrix were used to calculate the 
Precision metrics, through [eq. (1)], as proposed by 
Medeiros et al. (2020a). With the results obtained, the best 
learning technique was determined. 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 (1)

Where:  

TP = True Positives; 

TN = True Negative; 

FP = False Positive, 

FN = False Negative. 
 

After these steps, the set is ready to be processed by 
the main task in the entire process: mining. From this, 
algorithms are employed, often repetitively, searching for 
patterns and rules in the data. Finally, the discovered 
information is interpreted and evaluated, often in the form 
of graphs or reports, selecting useful knowledge 
(Vasconcelos & Carvalho, 2018). This process can be 
understood in Figure 1.

 

FIGURE 1. Sequence of operations using data mining. 
 
RESULTS AND DISCUSSION 

Data mining is a way of finding unknown 
information in large datasets (Eti & İnel, 2019). With the 
development of computers and advances in algorithm 
innovation, as well as greater data availability, mining 
methods have undergone significant technological advances 
(Artrith et al., 2021). In this sense, machine learning 
techniques and statistical analyses have been developed to 
analyze large data sets. Machine learning can be divided 
into two categories: supervised and unsupervised (Eti & 
İnel, 2019). 

Seed lots are ranked to provide accurate information 
on their health aspects to farmers, who seek germination and 
vigor nearly 100%. This means a good quality genetic 
material to start new cropping, reducing the use of 
agrochemicals for crop establishment. According to Costa 
et al. (2018) and Rocha et al. (2017), genetic material 
quality is fundamental for crop development, generating 
healthier plants and highly uniform stands, reducing 
pathogen attacks, and improving competitiveness against 
invasive plants. These factors are also decisive for 
reductions in fertilizers and agrochemicals throughout    
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crop development, besides reducing negative impacts on  
the environment. 

Furthermore, the choice of method for analyzing a 
dataset is determined by its characteristics, as well as the 
expected result. In large datasets, more exotic and deep 
algorithms, such as neural networks, should be adopted, 
while in smaller datasets, more classical techniques, such as 
linear regression and decision trees, are recommended, 
taking care to adapt each approach to data characteristics 
(Nichols et al., 2018). Decision tree algorithms create a 
sequence of rules to increase knowledge gain, enabling 
classifying data from a model composed of branches and 

leaves (Eti & İnel, 2019). For this technique, there are some 
models, such as ID3, C4.5, and J48, which is an evolution 
of the latter (Joshuva et al., 2020). 

Table 2 shows the accuracy parameters for the 
training methods using the J48 algorithm. In this case, when 
using 66% of the data for training, results showed better 
performance (93.55% accuracy), with precision and ROC 
(Receiver Operator Characteristic) area achieving 94.50% 
accuracy. Cross-validation with 10 folds, widely used in 
machine learning research, achieved 90.22% of instances 
classified correctly, but with a ROC Area result close to the 
previous method.

 
TABLE 2. Accuracies of the J48 algorithm for the different training methods. 

Training Method Correct Instances (%) Kappa (%) Precision ROC Area 

Supplied Test Set 81,52 63,15 82,00 81,80 

8 folds 90,22 80,21 90,60 92,70 

10 folds 90,22 80,21 90,60 93,80 

12 folds 88,04 75,88 88,20 91,80 

Percentage Split 66% 93,55 86,81 94,20 94,50 

Percentage Split 70% 92,86 85,49 93,70 93,80 
 
The ROC curve or area demonstrates the relationship 

between the sensitivity (VP rate) and specificity (FP rate) of 
the classifier; the higher the value, the better the curve is 
fitted (Gadotti et al., 2022a). However, the J48 classifier 
aims to generate a decision tree based on labeled data, 
involving qualitative variables, and it is the best algorithm 
to use this technique (Joshuva et al., 2020). To induce             
a decision tree, it divides a complex problem into simpler  

ones, applying the same strategy again until getting to a 
final solution (Costa et al., 2014).  

As mentioned above, Gadotti et al. (2022a) and 
Gadotti et al. (2022b) used the 10-fold cross-validation 
technique for analyzing data on corn and soybean seeds. 
But, when these methods are used with a CVR algorithm, 
accuracy is reduced. Conversely, in our study, the 66% 
training technique maintained the highest amount of 
correctly classified instances (Table 3).

 
TABLE 3. Accuracies of CVR algorithm for the different training methods. 

Training Method Correct Instances (%) Kappa (%) Precision ROC Area 

Supplied Test Set 84,78 69,52 84,90 86,10 

8 folds 85,87 71,58 85,90 90,00 

10 folds 85,87 71,58 85,90 90,06 

12 folds 83,69 67,30 83,70 88,70 

Percentage Split 66% 90,32 80,34 90,40 89,10 

Percentage Split 70% 89,28 78,35 89,40 87,70 
 
However, when the ROC Area results were 

evaluated, the 8- and 10-fold cross-validation obtained 
better figures, training a better-applied model. This training 
was used by Gadotti et al. (2022a; 2022b) to work with a low 
amount of data, thus being an alternative for these cases.  

In addition, the confusion matrix of the J48 algorithm 
was extracted when it was trained with 66% of the data (Table 
4). The rejected class obtained some errors, but the test data 
used were mostly classified correctly. This shows that the 
training technique was suitable for this activity. 
 
TABLE 4. Confusion matrix of J48 algorithm with the 66% 
Percentage Split method. 

  Prediction 
  Accepted Rejected 

Real Class 
Accepted 17 0 
Rejected 2 12 

Table 5 shows the confusion matrix using the same 
training method, but with the CVR classifier.  
 
TABLE 5. Confusion matrix of CVR algorithm with the 
66% Percentage Split method. 

  Prediction 
  Accepted Accepted 

Real Class 
Accepted 16 1 
Rejected 2 12 

 
When compared to the previous model, which 

presented better accuracy values, the results were similar, 
and the Rejected class had the same lot separation, while the 
Accepted class had one incorrectly classified lot. 

Cross-validation consists of resampling data to 
validate the predictive capacity of models, preventing 
overfitting. The data is divided into equal or double subsets, 
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one used for testing and the remaining for training (Berrar, 
2018). No studies have indicated an ideal number of folds, 
and it is necessary to perform tests with several possibilities, 
selecting the best when training a model, which is the 
objective of this work. 

Thus, a confusion matrix evaluates an algorithm’s 
performance based on the classifier’s errors and successes 
(Ribeiro et al., 2016). As recently performed research in the 
seed sector, a 10-fold cross-validation technique was used 
here, with a confusion matrix of the same classifier using 
this training method (Table 6). 

 
TABLE 6. Confusion matrix of the J48 algorithm with the 
10-fold cross-validation method. 

  Prediction 
  Accepted Accepted 

Real Class 
Accepted 47 2 
Rejected 7 36 

 
In this case, errors were higher; therefore, accuracy 

and precision for prediction and ranking of seed lots also 
depend on the computational model applied, not only the 
training technique used as a benchmark for results. 
According to Ribeiro et al. (2016), the machine learning 
process must consider the relationship between the 
technique used and the goal aimed at. This is because once 

a classifier is established, its method must be analyzed. 
Despite using the same training technique in all chosen 
algorithms, the results will be different since the 
mathematical model used is the one to define which one 
relates best to the initially proposed objective.  

A CVR classifier uses regression methods to create 
a binary class by generating a regression model for each 
class value (Joshuva et al., 2020). Table 7 displays the CVR 
matrix, which indicates that the Rejected class achieved a 
comparable outcome, despite using a distinct 
computational model. 

 
TABLE 7. Confusion matrix of CVR algorithm with the 10-
fold cross-validation method. 

  Prediction 
  Accepted Accepted 

Real Class 
Accepted 43 6 
Rejected 7 36 

 
Figure 2 presents the decision tree for the J48 

algorithm using the 66%- and 10-fold techniques. The 
highlighted attribute was the Tetrazolium Vigor, which was 
the first criterion used. According to Gadotti et al. (2022a), 
this analysis enables a quick determination of seed viability, 
even for the most dormant seeds, in comparison to the 
germination test.

 

 

FIGURE 2. Decision tree resulting from J48 algorithm using the Percentage Split 66% and Cross-Validation 10 folds method. 
 
According to Soares et al. (2016), accurate 

classification through proper algorithm training is essential 
to provide reliable information about seed viability in a short 
time, so that decisions can be made quickly and accurately.  
 
CONCLUSIONS 

Based on the results obtained in the different 
algorithm training techniques, dividing the data into 66% 
for training showed better results when compared to cross-
validation, a method commonly used by researchers. 
However, the training method used does not solely 
determine the results of each algorithm, as they also depend 
on the chosen model. Therefore, planning and studying are 
necessary to choose the best methods to be applied to this 
type of data. 

From our findings, further research can be 
developed with a stronger scientific basis, understanding 
how each training method works to improve the results of 
a chosen algorithm. 
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