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ABSTRACT. This paper presents an overview of our research in combinatorial optimization problems.

Over the last three decades, our team has been studying mostly optimization problems that arise in indus-

trial environments through the elaboration and solution of mathematical decision models. In addition to

elaborating innovative models, we have improved upon existing solutions to complex problems, helping

decision makers and researchers to better understand complex industrial systems. Our work has focused

on the development of computationally more efficient algorithms that improve on existing methods by im-

proving the solution quality or reducing the computation effort to obtain good solutions. While some of

our earlier work became less necessary with the speed up of the computational facilities, the search for

improved solution quality and reduced computational effort continues. After reviewing our findings on lot

sizing, production scheduling, cutting problems, pattern sequencing, tool switches in flexible manufacturing

machines and integrated cutting and sequencing problems, we propose topics for future study.

Keywords: review, works by HHYanasse, combinatorial optimization.

1 INTRODUCTION

During the past 30 years we have studied various complex problems common to industrial set-
tings. We have tried to elaborate and solve mathematical decision models that may help decision
makers to understand these systems better.

Most of the models studied are in the combinatorial optimization area. Our research has been
in the development of improved computational algorithms to solve these decision models or to
find ways to solve the modeled problems directly. Our goal has been to develop better solution
methods than those proposed in the literature in terms of the quality of the solutions obtained,
or the reduction of the computational effort required to obtain good solutions by identifying par-
ticular properties of the problems studied, the existence of special structures in the mathematical
models that represent the problems, or particular properties of optimal solutions for the problem
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which could be exploited in an algorithm. Our intention has always been to find optimal solu-
tions to the problems through the use of exact methods, but we have also developed heuristics
to obtain good upper bounds. For exact methods, good lower bounds are also essential for fast
convergence. Therefore, we also attempted to determine stronger lower bounds for the optimal
solution value of some of the problems as compared to the ones of the literature.

There is still theoretical interest in the optimization problems we have addressed because they
are computationally difficult to solve, making them a real challenge to researchers. There is also
practical interest in the research conducted since it may lead to a better use of limited resources,
minimizing costs and/or maximizing returns.

In this paper we review some of our collective results for decision problems regarding: lot size,
production scheduling, one-dimensional knapsack, subset sum, cutting, sequencing patterns, tool
switches in flexible machines, and integrated cutting and sequencing problems.

2 REVIEW OF RESULTS

2.1 Lot size problems

In lot size problems, we are interested in determining how much to produce of each product
in order to meet varying demands at minimal cost for production and storage. Discrete periods
in time, dynamic demands, and a finite horizon are assumed. The production is in lots and we
incur a fixed cost each time a batch is produced. The basic formulation of the lot size problem
studied is

(P) v(P) = min
N∑

i=1

T∑

t=1

(sitδ(xit ) + hit Ii t + vi t xi t ) (1)

subject to

xit − Ii t + Ii,t−1 = dit i = 1, . . . , N ; t = 1, . . . , T (2)

xit > 0; Ii t ≥ 0 i = 1, . . . , N ; t = 1, . . . , T (3)

N∑

i=1

(riδ(xit ) + mi xit ) ≤ Ct t = 1, . . . , T (4)

Ii0 = 0, IiT = 0 i = 1, . . . , N (5)

δ(xit ) = 1 if xit > 0

0 otherwise i = 1, . . . , N ; t = 1, . . . , T (6)

where
xit is the quantity of product i produced in period t ;

Ii t is the inventory carried from period t to period t + 1 of product i ;

sit is the fixed cost to produce product i in period t ;

hit is the unit inventory cost of product i in period t ;
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vi t is the unit production cost of product i in period t ;

Ct is the available capacity in period t ;

dit is the demand of product i in period t ;

ri is the capacity used to prepare the production of product i ;

mi is the capacity used to produce a unit of product i ;

N is the total number of products;

T is the planning horizon.

We initially analysed the non-capacitated case, that is, the problem without constraints (4). The
problem then decomposes into N non-capacitated lot size problems.

Next, we analyzed some heuristic methods to solve them. We presented worst-case error bounds
for these heuristics, providing theoretical support for their application. The first worst-case rela-
tive error calculated was of the Silver and Meal heuristic (Peterson & Silver, 1979). We showed
that its relative error can be arbitrarily large in the worst case. We proposed two other related
heuristics with maximum error, in the worst case, of 2. The basic idea of these heuristics was
to produce the product whenever the storage cost exceeded the preparation cost. From a practi-
cal point of view, the Silver and Meal’s heuristic was used with success because it presented a
small average error. But the result that we obtained should alert the user that, in some special
pathological cases, the error can be very large.

Another approximation considered was the reduction of the planning horizon. Such reduction
can be considered when long term forecasting and handling data is difficult. After dividing the
original problem into two smaller problems, we show that the error in the worst case, does not
exceed a fixed cost for the single product case.

Another approximation considered was the aggregation of products. Two or more products that
present a factor of proportionality in their parameters follow identical production strategies. This
fact served as the basis for the proposed aggregation scheme. In practice, however there is rarely
such a proportionality of the parameters. Hence, we derived errors, in the worst case, which were
a function of the differences in proportionality.

All these results for the non-capacitated problem were relevant at the time the research was
conducted in the late 70’s and early 80’s in view of the low computing power available at the
time. Currently, with the existing computational power, these results are less relevant to industry
but not to science.

Studies were also carried out to discover the computational complexity of the capacitated lot
size problem. Several cost structures were considered for the problem that may arise in practical
cases. We analyzed the cases of a single product and we identified classes of problems that could
be solved by polynomial algorithms. Algorithms were developed for these polynomial classes
and classes that are NP-hard. Next, we proved that, for multiple products the problem is NP-
complete, even for similar classes in which the problem is polynomial time solvable for the case
of a single product.
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We also studied a deterministic approximation to a stochastic lot size problem. Given the dif-
ficulties in solving a stochastic sequential decision process problem, we proposed solving a re-
lated non-sequential stochastic problem in its place. To capture the sequential nature of the actual
decision-making process, we proposed that the non-sequenctial problem be solved using a rolling
horizon, thereby incorporating new information as it became available. Bounds for this proposed
approximation were derived, indicating that the approximation was good.

We also applied an aggregate production planning model to an aeronautical industry and an
inventory planning problem of items for repair, in a maintenance program of a transportation
fleet.

We later studied a particular case where a price increase might require an exception lot on an EOQ
standard model (i.e., continuous time). To determine this lot, we proposed the use a minimization
of the maximum error criterion of the cumulative costs, avoiding the problem of comparing
policies with stocks that are not in phase, as used in previous studies.

Details of the results that we reviewed in this section can be obtained in Yanasse (1981, 1987,
1990), Bitran & Yanasse (1982, 1984), Bitran, Magnanti & Yanasse (1982a,b, 1984a,b), Conta-
dor & Yanasse (1983), Contador, Gartenkraut & Yanasse (1984), Hirata & Yanasse (1983), Lima
& Yanasse (1985, 1986).

2.2 Cutting problems

2.2.1 One-dimensional knapsack problem

In the one-dimensional cutting problem we have a bar (object) of a certain length from which we
want to cut smaller items, according to some objetive function. In this context, a basic problem
to be solved is the well-known one-dimensional knapsack problem.

The basic model for the one-dimensional knapsack problem is:

v(P) = max z =
n∑

j=1

c j x j (7)

subject to
n∑

j=1

a j x j ≤ b (8)

x j ∈ N j = 1, . . . , n, (9)

where we assume that b, c j and a j , are all non-negative integers, where j = 1, . . . , n and
N is the set of the natural numbers.

We considered the particular case where in constraint (8) we have equality rather than inequal-
ity. With the equality constraint, many algorithms for the knapsack problem suggested in the
literature cannot be applied. We developed a pseudo-polinomial enumerative algorithm for the
knapsack problem for the case of equality based on the determination of the number of solu-
tions of linear Diophantine equations. This algorithm reduced computational effort and mem-
ory requirements compared to other exact methods described in the literature that use dynamic
programming.
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Another specific case considered was when the variables x j , j = 1, . . . , n, are limited to the
values 0 or 1 and the ratio (c j/a j ), j = 1, . . . , n, is a constant. In this case, the knapsack
problem is called the 0-1 value independent knapsack problem. This problem is considered
more difficult to solve due to the constant ratio (c j/a j ), j = 1, . . . , n, which hinders the
performance of the vast majority of existing algorithms by the difficulty of obtaining good
bounds for the problem.

In practice, this problem appears, for example, as a subproblem of a more general problem,
which is the two-dimensional guillotine cutting stock problem. We also developed a pseudo-
polinomial algorithm for this case which is an adaptation of an earlier algorithm we developed
for the 0-1 linear Diophantine equation. This adaptation maintained the same complexity of
previous algorithms, but it has a larger computational memory requirement.

An enumerative scheme similar to the previous ones was also developed to determine the K -best
(K ≥ 1) solutions of the problem (7)-(9). The computational complexity of the proposed scheme
is limited by O(K nb) and the memory requirements are limited by O(nb). The enumerative
scheme proposed, in fact, can be seen as a different (and improved) implementation of a dynamic
programming algorithm for solving the knapsack problem.

We also participated in the development of parallel algorithms for the subset sum problem which
is a particular case of the 0-1 value independent knapsack problem. We developed a parallel al-
gorithm that, to the best of our knowledge, was the only one which was simultaneously scalable
with optimal cost for solving the subset sum problem in a CREW PRAM, based on Horowitz
and Sahni’s two-list approach (Horowitz & Sahni, 1974). We also developed new parallel scal-
able algorithms in the PRAM model for the subset sum problem, based on specific dynamic
programming algorithms that differed from Bellman’s approach (Bellman, 1957). The time and
space bounds of these new algorithms were better than the direct parallelization of Bellman’s
algorithm, which was the most efficient known result at the time.

In addition we studied a special cutting problem where the knapsack had compartments. We
modelled this problem as a linear integer programming problem. Earlier studies formulated it as
a non-linear problem.

Details of the results that we reviewed in this section can be obtained in Yanasse & Soma
(1985a,b, 1987a,b, 1990, 1993), Soma, Zinober, Yanasse & Harley (1995), Yanasse, Soma &
Maculan (1994, 2000), Soma & Yanasse (1985, 1986, 1987a,b), Maculan, Soma & Yanasse
(1996), Sanches, Soma & Yanasse (2001, 2002, 2007, 2008, 2010), Yanasse, Hoto, Spolador &
Arenales (2005).

2.2.2 Two-dimensional assortment problems

The two-dimensional cutting stock problem we considered is the cutting of rectangular wooden
plates (objects) into smaller rectangular panels (items) of various sizes. The saw imposes certain
conditions on how the plates must be cut and, the main one is that the cut must be guillotine and
orthogonal, i.e. the saw cuts straight across the plate, parallel to one of its sides.
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We discussed some cases of selection of plate sizes (assortment problems) for cutting the panels
required according to different criteria, usually, minimizing material loss.

The first problem studied was the case where there are different sizes of plates available from
which the items can be cut. The problem consists in determining the best mix of plates and the
corresponding cutting patterns in order to satisfy the demand exactly, with minimal loss. Two
dimensional assortment problems had been little discussed in the literature at that time. With
respect to the cutting patterns, in addition to being guillotined, the following restrictions were
imposed: trimmings (the sides of the plates usually require a finish); the saw width (material is
lost when a cut is made), head cuts (the machine has two saws and the plate is initially cut into two
parts – the head and the main section – each of which is then cut according to restrictions imposed
by the machine); complexity of the cutting patterns (for example, extra cuts were allowed up to
a certain stage), and rotation constraints of the material.

Given the computational limitations at the time, a heuristic to generate good cutting patterns
for the problem was developed and, to determine the mix of plate sizes to cut the panels with
minimum loss, an enumerative mechanism combining plates in descending order of area was
proposed. Each combination of this list was tested and the first feasible one was selected as the
solution to the problem. The cutting stock problem was solved using a sequential procedure; i.e.
given a plate, the best possible pattern is generated and this pattern is included in the solution.
This pattern is used as much as possible, meeting the demand of the items without overproducing
any of them. The residual demand is updated (demand not met) and the same procedure is applied
again with the next plate. This is repeated until all demand is satisfied. This was one of the first
studies published in the literature that considered different sizes of plates in a two-dimensional
cutting stock problem with patterns with practical constraints.

A second problem considered the situation in which you may order plates with the “ideal” length
from which the required items are to be cut. Given a range of the possible plate lengths that can be
delivered, what should be the size to order, taking into consideration the required items to be cut?
To the best of our knowledge, this problem had not been considered before in the literature. To
present a good solution to this problem, we developed a procedure that made a controlled search
of the lengths for the plate within the range set by the supplier. Using lower and upper bounds of
the optimal solution value, the range was refined until its length was within a pre-defined error.

Another problem we studied considered the context in which you must cut the plates purchased
in two parts. This problem arises in the context where the original plates are too long and, hence,
do not fit in the smaller transportation trucks. Therefore, the plates must be cut into two parts.
The two parts need not be identical necessarily but the cut should be made at the same position in
all plates. The supplier then offers the client the opportunity to specify where this cutting position
of the plates should be. We developed a heuristic that analysed potentially good locations for
this cut. These cutting points were determined from the cutting patterns of the solution of the
cutting stock problem obtained with the original-sized plates. The cutting points analyzed were
a subset of the conical combinations of the lengths of the panels (items) to be cut.
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Details of the results that we reviewed in this section can be obtained in Yanasse, Zinober &
Harris (1991, 1994), Yanasse & Zinober (1991), Yanasse (1994a).

2.2.3 Generation of special patterns

In our research activities, we studied some special patterns that are used in practice. Due to the
characteristics of the machine, some cutting patterns require less machine time than others. For
example, in the production cutting process of rectangular reconstituted wooden fiber plates, the
plates may be rotated to perform the transversal and longitudinal cuttings (guillotine cuts). The
cut can be done in several stages, where each stage implies a 90-degree rotation of the object, or
part of it, to be cut.

To reduce the loss of material further, more complex patterns can be cut using a larger number
of stages. However, these patterns require a larger number of rotations of the plate, increasing
the cutting time of the objects. Depending on the situation, it is desirable to use simpler cutting
patterns to reduce the cutting time.

Checkerboard patterns, also known as 1-group patterns, belong to a special class of 2-stage pat-
terns and can be produced without the need to cut each strip separately obtained in the first stage,
so that only the saw (or object) is rotated 90 degrees after the first stage cut. In Figure 1 a checker-
board pattern cut is illustrated. The strips obtained in the first stage are cut simultaneously in the
second stage, producing the requested items.

Figure 1. Cutting a checkerboard pattern: (a) first cut (first stage), (b) rotation of 90 degrees 
Figure 1 – Cutting a checkerboard pattern: (a) first cut (first stage), (b) rotation of 90 degrees

(second cut, second stage), (c) Checkerboard pattern cut.

Checkerboard patterns require less machine time and are of particular interest in high-demand
settings, particularly when the saw machine is a production bottleneck. The checkerboard pattern
is exact when all items produced are obtained immediately after the second stage cut. Checker-
board patterns can also be non-exact when there is a need to trim the pieces obtained from the
second stage to produce the items requested. In this case, many times, the cut is performed on
another machine, possibly a less loaded, simpler model, but certainly incurring additional costs.
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The literature on cutting problems is extensive, but there are few studies dealing specifically
with checkerboard pattern generation. We developed an exact enumerative algorithm (to our
knowledge, the first) for determining exact checkerboard patterns. This algorithm uses the
previous algorithm that we developed for the determination of the K -best solutions of the
one-dimensional knapsack problem and it is applicable to unconstrained exact checkerboard
patterns.

The algorithm has two phases, first, seeking a better combination in the strips and, later, seeking
a good combination of strips. With the use of the K -best algorithm for the knapsack problem,
we could take into consideration additional constraints to the basic knapsack problem without
much additional computational effort. This is particularly interesting in cutting environments,
because in the solution recovering process, we can take into account whether they meet the addi-
tional constraints imposed, and keep only the ones that meet such restrictions. We also developed
another enumerative algorithm for the constrained exact case.

In addition, we developed and tested linear and non-linear integer programming models for the
exact and non-exact two-stage checkerboard pattern generation problem. They are among the
first and among the few models suggested in the literature for the problem. We also developed
and tested a linearization of a non-linear formulation of the problem proposed in the literature
for the exact checkerboard pattern generation problem. Afterwards we extended the proposed
model to deal with 1-group, 2-group, and 3-group patterns. We also developed and tested lin-
ear and nonlinear integer programming models for the constrained two-stage guillotine pattern
generation problem.

Details of the results that we reviewed in this section can be obtained in Yanasse & Katsurayama
(2004, 2005a,b, 2008), Yanasse & Morabito (2006, 2008, 2012), Katsurayama & Yanasse (1999,
2000, 2001a,b, 2004a, 2005), Yanasse, Morabito & Arenales (2008).

2.2.4 Reduction in the number of patterns

In some cutting environments the cutting process or the machine imposes a set up cost each time
a different pattern is cut, such as when the positions of the cutting knives need to be adjusted or
prepared for each new pattern to be cut. But another common goal is to keep the losses of material
as low as possible. These two objectives are often conflicting. The problem can be formulated as
follows:

min




n∑

j=1

c j x j ,

n∑

j=1

δ(x j )





subject to li ≤
n∑

j=1

ai j x j ≤ bi i = 1, 2, . . . , m

x j ∈ N j = 1, . . . , n
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where,
ai j is the number of items type i in pattern j ;

x j is the number of objects to be processed according to pattern j ;

c j is the waste incurred in pattern j ;

li is a lower bound on the requirements of item type i ,

reflecting the practice observed in the industry;

bi is an upper bound on the requirements of item type i ,

reflecting the practice observed in the industry;

δ(x j ) equal 1 for x j > 0 and zero, otherwise;

N is the set of the natural numbers.

We studied this bi-objective problem and we developed some heuristics to solve it. We showed
that determining the least possible number of patterns for any solution to the problem is NP-hard,
and we proposed new lower bounds for the minimum number of patterns in this cutting stock
problem. We suggested several heuristics for this problem, using the idea of combining high
demand items that could be cut with a high frequency in a pattern. The suggested heuristics were
tested with one-dimensional instances, but the procedures can be extended in a straightforward
way to cope with hgher dimensional cutting stock problems.

We also modified a proposal of the literature to combine patterns, that attempts to reduce the
number of distinct patterns, while keeping the total number of objects to be cut. Our modified
proposal systematically determines better solutions for the problem compared to the solutions
obtained with the original proposal.

Details of the results that we reviewed in this section can be obtained in Yanasse & Limeira
(2003, 2006), Yanasse, Katsurayama & Limeira (2004), Yanasse (2005), Yanasse & Cerqueira
(2009), Cerqueira & Yanasse (2009), Yanasse, Poldi & Cerqueira (2011).

2.2.5 Reduction in the number of cycles

Consider a production environment with high demand, where the cutting machine can cut several
objects together at a time. If the cutting frequency of a pattern is high, the saw machine can cut
up to C objects all together according to this pattern (C is the capacity of the machine), using a
single saw machine cycle. A saw cycle corresponds to the time spent by the cutting machine to
cut one or more objects together (up to a maximum of C objects) according to some pattern. It
is assumed that the saw cycle does not vary much with the amount of objects being cut together
or with the pattern being cut. Therefore, to minimize the machine time it is enough to minimize
the number of saw cycles needed to cut all the items demanded.

Initially, we suggested a heuristic to solve this problem of reducing the number of saw cycles.
In this heuristic, we sequentially generated patterns that could be cut in multiple quantities of
the saw machine capacity C and with a certain level of efficiency in terms of waste. In order to
generate such patterns, the demands of the items were divided by this multiple of C and rounded
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down to the nearest integer. By doing this, any item that was included in a pattern could be cut
at least this multiple of C times without overproducing any one of the items. If we could not
generate any patterns with the minimum efficiency level established and with a frequency that
was this multiple of C , then the frequency was gradually decreased. The efficiency level was
also controlled as the frequency decreased. This was done until the entire demand was satisfied.

We later discussed special cases in which the problem of minimizing the number of saw cycles
was equivalent to minimizing the number of distinct cutting patterns. The problems are not equiv-
alent, in general. We observed that, given the similarity between the two problems, an indirect
way to minimize the number of saw cycles was to reduce the number of distinct patterns in a
cutting plan and vice versa.

We proposed an integer linear programming model to the problem of minimizing the number of
saw cycles (to the best of our knowledge, the first in the literature that is linear). This formulation
has yet to be explored due to difficulties in its solution. There are a large amount of columns
and a column regeneration problem, i.e., using column generation, after relaxing the integrality
constraints of the decision variables, the same column keeps being generated in the subproblems.

Details of the results that we reviewed in this section can be obtained in Yanasse, Harris &
Zinober (1993), Ranck Junior, Yanasse & Becceneri (2008), Yanasse (2008a), Martins, Rangel
& Yanasse (2010).

2.2.6 Pattern sequencing problems – MOSP

There may also be a sequencing problem associated with the cutting problem, since the order
in which the patterns are cut can influence, for instance, the inventory of the items being cut,
the discontinuities in cutting an item type, the number of open stacks formed during the cutting
process, etc.

The minimization of the open stacks problem (MOSP) appears, for example, when you have a
limited storage capacity around the saw machine and stacks are mounted around the saw, one
for each type of item cut. If the number of stacks increases, eventually, some of them will have
to be temporarily removed to another storage location to make room for new stacks and, later,
they must be brought back to have their requests completed. This is inconvenient because of
the extra handling operations and the costs involved. The removal of complete stacks poses no
problems since they no longer have to return to the side of the saw machine. We are interested
in determining a sequence to cut the patterns, so that the maximum number of open stacks is
minimized.

To the best of our knowledge, we were the pioneers in introducing and publishing a work focusing
on the MOSP in the context of cutting. We also presented the MOSP in the context of production
systems, which occurs when we have the production of an item triggered by a task. Customer
orders are composed of different types of items and the production managers want to determine
a sequence of the tasks such that the number of incomplete client orders is the smallest possible.
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Incomplete orders imply in a larger amount of items in stock since they cannot be delivered to
the clients. A large amount of items in stock creates handling problems, larger inventory costs, a
larger amount of capital invested in stock, late billing, etc. Thus, there is great interest in studying
the MOSP.

We studied this problem and we developed the first integer linear programming model for the
MOSP. As far as we know, we also proposed the first exact enumerative algorithm for its
solution. The mathematical model developed is based on the model of the minimization of
tool switches problem (see Section 2.3). The MOSP and the minimization of tool switches prob-
lem are similar, but they are not equivalent problems. They are equivalent in terms of the op-
timal solution sequence under certain conditions. Based on this equivalency, a MOSP model
was elaborated.

In the MOSP we wanted to determine a permutation of the patterns that indicates the sequence
in which they should be cut, so as to minimize the maximum number of open stacks during
the cutting process. Instead of determining a permutation of the cutting patterns, we decided to
determine an order in which the open stacks were closed, so that the maximum number of open
stacks was minimized during the cutting process. In most of our studies, we tried to determine
such an order for, under controlled conditions, we showed that this is computationally more
efficient. In other words, it is always better or, in the worst case, equal to the enumeration of the
permutations of the patterns.

Another contribution we made to solving this problem was its definition as a problem of travers-
ing arcs in a graph. The graph in question, called a MOSP graph, is obtained as follows: to each
type of item we have a vertex in the graph; there is an edge connecting two vertices in this graph
if, and only if, there is at least one cutting pattern in which the two items appear together.

The MOSP graph has been used to identify some characteristics of optimal solutions to the
MOSP that can be explored in the search for a solution. We also derived new lower bounds for
the problem, based on the structure of the corresponding MOSP graph. For instance, the smallest
degree of a node of the MOSP graph plus one is a lower bound for the optimal solution value
of the MOSP; any subgraph of a MOSP graph provides a lower bound for the optimal solution
value of the original MOSP; any graph obtained by collapsing an arc of the MOSP graph can
be used to determine a lower bound for the optimal solution value of the original MOSP. These
results can be applied recursively and still be valid. Similarly, by taking subgraphs to determine
lower bounds, we can also delete patterns of the original set of patterns and obtain lower bounds
for the optimal value of the original problem using the optimal solution of the MOSP problem
composed by a subset of the original set of patterns.

An interesting result we identified is that if two (or more) different instances of the problem, with
completely different patterns, generate the same MOSP graph, then these instances are equiva-
lent in terms of determining their optimal solutions. You can find an optimal solution of these
instances using the MOSP graph and afterwards, generate an optimal solution corresponding to
each one of the original instances.
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From this result we also concluded that a MOSP instance where all patterns have at most two
different item types is, solutionwise, as difficult as any other MOSP instance where the patterns
have any number of item types. So, the number of item types in the patterns have no influence
on in the computational complexity of the problem.

We also used the MOSP graph to propose several pre-processing operations of the data of an
instance to reduce its size. We used these operations in some test instances proposed in the
literature, and we showed that many of them could be easily solved.

We also proved that MOSP is NP-hard and that it is equivalent to other already known graph
problems defined in the literature, in particular, the Gate Matrix Layout Problem that occurs in
large scale integrated circuits.

Some heuristics were also developed to determine good upper bound for the MOSP, improve-
ments in exact enumerative methods were suggested, and different mathematical formulations of
the problem were defined and tested. Special polynomial cases of MOSP were identified, such
as the case when the MOSP graph is a tree, a 1-tree, etc., and polynomial algorithms for their
solutions were suggested.

Details of the results that we reviewed in this section can be obtained in Yanasse (1994b, 1996a,b,
1997a,b,c, 1998, 2008b,c), Yanasse, Becceneri & Soma (1997, 1998a, 1999a, 2002a,b, 2007),
Yanasse & Limeira (2004), Linhares & Yanasse (1999, 2002a,b), Linhares, Yanasse & Torreão
(1999), Becceneri, Yanasse & Soma (2002, 2004), Pinto & Yanasse (2000), Lamosa, Yanasse
& Preto (2001), Yanasse & Pinto (2003), Yanasse & Senne (2010), Fink, Munari Jr, Costa &
Yanasse (2010).

2.2.7 Cutting and pattern sequencing integrated problem

Cutting stock and pattern sequencing problems have been treated independently in the literature
because each one of these problems is, by itself, computationally difficult to solve. But, in certain
cases, solving these problems independently may lead to an infeasible solution where it is not
possible to sequence the cutting patterns and comply with all existing constraints. For example,
when there is a limitation on the maximum number of stacks, the solution of the cuttting stock
problem may lead to a large number of open stacks, which could be infeasible in practice.

We studied the cutting and pattern sequencing integrated problem and we developed a heuristic
procedure to solve this problem. A solution to the integrated problem consists of a set of patterns
with minimum cost and a sequence in which these patterns are to be processed. In this heuristic,
we started with a solution to the cutting stock problem and, in the case where the sequencing
was infeasible, constraints in the composition of the patterns were imposed. A new solution was
thus obtained and when the sequencing was infeasible again, new constraints on the composition
of the patterns were enforced. This was done in an iterative manner until a feasible solution
was obtained.
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We also developed a mathematical model for the integrated problem (to the best of our knowl-
edge, the first one on the literature). We formulated the integrated problem as an integer linear
programming problem and we proposed a solution procedure for its resolution. Using lagrangian
relaxation, we decomposed the problem into two subproblems, the cutting stock problem and the
pattern sequencing problem. The resulting dual problem was solved, using a modified subgra-
dient method. A heuristic procedure was used to provide a good upper bound for the integrated
problem to set the step size in the subgradient method. The cutting stock problem was solved
using column generation, after relaxing the integrality constraints of the decision variables. The
pattern sequencing problem was solved using an exact algorithm for the MOSP. The limited com-
putational tests performed indicated the usability of the proposed scheme. This is one of the few
studies published in the literature that really seeks to solve the problem of generating patterns
and sequencing them in a integrated manner.

Details of the results that we reviewed in this section can be obtained in Pinto & Yanasse (2004,
2005), Yanasse & Lamosa (2007).

2.2.8 Usable leftovers

In some industries, when cutting the objects, the leftovers which are sufficiently large can return
to stock to be used later.

We studied the case of the one-dimensional cutting stock problem with usable leftovers. The
literature about usable leftovers is scarce and the problem still lacks clear and appropriate defini-
tions. What is a usable leftover? How to compare two different solutions to the cutting problem
with usable leftovers? In our paper, we discussed these issues with some proposals. We also
adapted some classical heuristics for the cutting stock problem, to take the usable leftovers into
account and we simulated their use to evaluate the results.

Details of these studies discussed in this section can be obtained in Cherri, Arenales & Yanasse
(2007, 2009, 2012).

2.3 Tool Switches

Consider a productive environment where you have a set of tasks to be processed in a flexi-
ble manufacturing machine. The tool magazine of the machine has a limited capacity and can-
not store all the tools simultaneously that are needed to process all the tasks. Therefore, tool
exchanges are necessary to process all tasks. The problem of minimizing the number of tool
switches (MTSP) consists in determining a sequence to process all the tasks so as to minimize
the total number of tool switches.

The MTSP is NP-hard and it has been studied by several authors. In most cases, they suggested
heuristics to solve it. As mentioned earlier, the MTSP is similar to MOSP, but they are not
equivalent. The MTSP also appears in the context of sequencing the cutting patterns, where we
want to minimize the handling of open stacks.
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We proposed some new heuristics and exact methods to solve the MTSP. One method proposed
used partial orderings of a subset of conveniently chosen tasks. Afterwards, sequences for the
complete set of tasks were determined from these partial orderings, and the best one was kept.
We used a complete enumeration, and a partial one to obtain the final sequence. The complete
enumerations led us to an optimal solution to the problem; when we used a partial enumeration,
we could not guarantee the optimality of the solution found.

The exact method proposed proved to be competitive with the best exact method in the litera-
ture. In the computational tests performed the exact method performed better for some sets of
instances, but worse in others as compared to results in the literature. The performance of the
heuristic with partial enumeration was also good compared to other heuristics found in literature.
Observe that, again, similar to what we presented for the MOSP, the optimal solution value of a
MTSP defined by any subset of the set of tasks of an instance, say Q, of MTSP provides a lower
bound for the optimal solution value of Q.

We also developed a two-phase heuristic to solve the MTSP: a constructive phase, based on
the MOSP graph, and an improvement phase, based on an Iterated Local Search. This heuristic
presented better perfomance in terms of the quality of the solution compared to the previous
heuristics we suggested.

Another exact method we proposed transformed the MTSP into an equivalent generalized travel-
ling salesman problem. This was a new transformation that seems to be interesting for the class
of instances of the MTSP where the number of tools required by each task is relatively large
compared with the capacity of the tool magazine in the machine. In this case, we found that the
number of nodes in the transformed generalized travelling salesman problem did not increase
much, being comparable to the number of tasks in the problem.

We also proposed new lower bounds for the MTSP based on the optimal solution value of the
corresponding minimization of the open stacks problem. We showed that when we removed a
cutting vertex from the MOSP graph of a MTSP and all edges incident to that vertex, an optimal
solution for the original problem could be built from optimal solutions of MTSPs corresponding
to the connected components of the resulting graph. Using this result, we were able to develop
polynomial algorithms for special classes of MTSP instances such as occurs when the corre-
sponding MOSP graph of an instance is a tree.

Details of the results that we discussed in this section can be obtained in Yanasse, Olivo &
Vijaykumar (1995), Yanasse, Vijaykumar & Olivo (1996), Pinto & Yanasse (2001), Yanasse
& Pinto (2002), Yanasse & Lamosa (2006a,b), Yanasse (2007, 2009, 2011, 2012), Yanasse,
Rodrigues & Senne (2009), Yanasse, Senne & Rodrigues (2008a,b), Senne & Yanasse (2009),
Chaves, Senne & Yanasse (2010, 2012).

2.4 Production/Project scheduling

Roughly speaking, in production scheduling, we seek the best allocation of resources in time to
perfom tasks, according to some pre-determined criteria. In project scheduling we have activities
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that need to be performed, according to pre-established precedence relationships, so that a project
is completed. We seek the best execution of the activities for the conclusion of the project, taking
into account pre-determined objectives and additional constraints such as budget limitations.

We developed mixed integer programming models to establish a production schedule in an as-
sembly fixture workstation of an aeronautical industry, where the jobs have adjacency constraints.
These models provided better quality solutions than those used in practice. We also determined
the computational complexity of some specific production and project scheduling problems, like
the CPM problem with non-convex cost functions, or the CPM problem with piecewise linear
functions.

Details of the results that we discussed in this section can be obtained in Contador & Yanasse
(1989a,b), Yanasse & Contador (1989, 1991), Silva, Morabito & Yanasse (2010, 2011), Silva,
Morabito, Yamashita & Yanasse (2012).

3 CONCLUDING REMARKS

We have reviewed some of the results we have derived over the past 30 years, studying some op-
timization problems that involved actual problems arising in industrial settings. In the future, we
intend to continue pursuing the elaboratation and the solution of mathematical decision models
that may help decision makers to better understand complex systems. We plan to continue ad-
dressing problems from industrial cutting environments and also problems from other contexts,
either because they present similarities or because they are integrated with cutting problems we
have been focusing.

For instance, future research on the generation of special patterns might include the study of
patterns for the compartmentalized knapsack problem. A simple idea to pursue is to develop a
heuristic where we consider only the combination of the most valuable items in each compart-
ment. To generate the most valuable compartments, we could use the algorithm we developed
for the k-best solution of one-dimensional knapsack problem. Another possibility to explore is
to study the linear model we developed for this problem and verify up to what size it can be used
to solve the problem. In addition, we can try to explore its mathematical structure, to be able to
solve larger instances.

We plan to study the problem of reducing the number of different patterns and the problem
of reducing the number of saw cycles further. In the problem of reducing the number of dis-
tinct patterns, we can explore the pre-existing theory of the simplex method for solving linear
programming problems. For example, if we use the model proposed by Gilmore and Gomory
(1961) for the cutting stock problem and solve the linear problem associated with it, we can
think about aggregating constraints of this model. With fewer constraints, the number of basic
variables in the optimal solution of the problem decreases, i.e. the number of distinct patterns in
the solution decreases. The difficulty consists in determining a way to aggregate constraints so
that the solution to the problem does not lose much in quality. For the problem of reducing the
number of machine cycles, we can explore the linear model we developed, trying to find an effi-
cient way to solve it. As already mentioned, there are difficulties in using the associated relaxed
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linear program, since there are many linearly dependent columns that cannot be simultaneously
in a base when using the simplex method to solve the model. We could also develop a procedure
that attempts to explore the similarity of this problem with the reduction of distinct patterns.

For the minimization of tool switches problem, we can explore the idea of aggregating simple
tasks, that is, tasks that require a small number of tools. As a consequence, we could reduce the
size of the instance and, hopefully, we would require a lower computational effort to solve the
problem. The challenge is to define the aggregation procedure so that the solution of the modified
instance is also optimal for the original one.

There are cases where the aggregation of tasks is not possible simply because there are no simple
tasks in the instance. In these cases, we plan to verify whether the transformation of the mini-
mization of tool switches problem in a generalized traveling salesman problem would not be an
interesting alternative to be explored, since the number of nodes of the transformed problem does
not grow much in these cases.

We also intend to develop a decomposition procedure that reduces the original instance into a set
of smaller-sized instances. The way we plan to decompose the problem is by duplicating tools.

Another problem we have started studying is the packing of items in a multi-compartmentized
truck with the objective of minimizing the handling of the cargo along the delivery route. For
this multi-compartmentized vehicle loading problem, we now intend to take into account load
balancing constraints and fragility. An idea to explore is the possibility of shelf loading in each
compartment.

These are some of our future research plans. We hope to be able to contribute to the improvement
of some production processes to contribute a little to the consolidation of research groups in this
area as well as in related areas, and to promote scientific and technological development as well
as the training of human resources in the field of operations research.
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