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ABSTRACT
Generalized linear models (GLMs) are an extension of the linear model and include the normal, Poisson, and negative binomial distributions. 
Although GLMs were introduced in 1972, most seed technology studies, especially those involving count data, such as germination 
tests of seeds from the genus Eucalyptus, still using the analysis of variance, without analysis of the fit of other models. Thus, this study 
aimed to evaluate the most appropriate model in the GLM class for seed count data of Eucalyptus cloeziana. Data were obtained from 
a germination test using seeds from three lots of E. cloeziana. Each lot was separated by sieving into three material fractions based on 
size: small (<0.84 mm), medium (from 1.18 to 1.00 mm), and large (>1.18 mm). The data analysis was based on the use of GLMs adjusted 
to normal, Poisson, and negative binomial distributions, and the models were evaluated by the Akaike and Bayesian Schwartz criteria 
and Cook’s distance and half-normal diagnostic graphs. Compared to other adjustments, the normal distribution adjustment differed in 
the configuration of means submitted to the Tukey test, and although the data met all normality assumptions, the adjustment with the 
Poisson distribution was the most suitable for the count data from a germination test of E. cloeziana seeds.

Index terms: Generalized linear models; Poisson; ANOVA; germination test.

RESUMO
Modelos Lineares Generalizados (GLM) são uma extensão do modelo linear e englobam às distribuições normal, Poisson e binomial 
negativa. Apesar de terem sido introduzidos em 1972, na maioria dos estudos em tecnologia de sementes, especialmente naqueles que 
envolvem dados de contagem, como o teste de germinação em sementes do gênero Eucalyptus, ainda predomina a Análise de Variância, 
sem análise do ajuste de outros modelos. Assim, o objetivo desse trabalho foi avaliar o modelo mais adequado, na classe dos GLM, 
para dados de contagem de sementes de Eucalyptus cloeziana. Os dados foram obtidos a partir da realização de teste de germinação, 
utilizando-se sementes de três lotes de Eucalyptus cloeziana, sendo que cada lote foi separado por meio de peneiras em três frações de 
material, com base no seu tamanho: pequeno (<0,84 mm), médio (entre 1,18 e 1,00 mm) e grande (>1,18 mm). A análise dos dados foi 
fundamentada na utilização dos GLM ajustados à distribuição normal, Poisson e binomial negativa, analisando-se ajuste pelos critérios 
de Akaike e Bayesiano de Schwarz, pelos gráficos de diagnóstico da distância de Cook, Half-normal. O ajuste de distribuição normal 
diferiu na configuração de médias submetidas ao teste de Tukey em relação aos outros ajustes e, apesar dos dados atenderem todos 
os pressupostos de normalidade, pode-se concluir que o ajuste com a distribuição de Poisson foi o que mais se adequou aos dados de 
contagem do teste de germinação de sementes de E. cloeziana.

Termos para indexação: Modelos lineares generalizados; Poisson; ANOVA; teste de germinação.

INTRODUCTION
Count data can be conceptualized as representing 

how often a specific event occurs, resulting in non-
negative integer values (Kosma et al., 2019). In the 
biological sciences, count data are produced in a variety 
of experiments, such as the analysis of fungal colonies 
(Pereira et al., 2016), counting of weed species in a given 

area (Heap; Duke, 2017), and counting of the number of 
leaves per seedling (Silva et al., 2019).

In seed analysis, the viability of a lot can be 
determined by a germination test, which according to 
the evaluated species, can be conducted by repeatedly 
measuring a fixed number of seeds (expressed as a 
percentage of normal seedlings) or using a specific seed 
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weight (number of normal seedlings), the latter of which 
is recommended for Eucalyptus seeds, the most cultivated 
forest genus in Brazil, which accounts for approximately 
73% of the total planted forest area (Ibá, 2019).

Among Eucalyptus species, Eucalyptus cloeziana 
stands out for its strong and durable wood, which presents 
a greater density than the wood of other species within the 
genus and is commonly used in construction and high-
added value products, such as furniture (Hicks; Clark, 
2001; Boland et al., 2006; Li et al., 2017).

In seed technology studies, analysis of variance 
(ANOVA) is the most commonly used statistical method 
for data evaluation by researchers. However, there is an 
orthodoxy in the choice of the model, in which the ANOVA 
model is preferable because it is more traditional rather 
than because it presents a better fit (Sileshi, 2012; Santana; 
Carvalho; Toorop, 2018).

ANOVA requires that the following assumptions 
be met: homogeneity of variances, normally distributed 
residuals and independent distributions. However, the 
data produced by experiments involving count data in the 
biological sciences often do not meet such assumptions 
(St-Pierre; Shikon; Schneider, 2018; Kosma et al., 2019), 
as seen in studies of seeds of genetically impoverished 
species, which present a high variability rate, such as 
forest seeds (Carvalho; Santana; Araújo, 2018). Sileshi 
(2012) showed that in 429 studies with seed viability 
data published from 2002 to 2012, 70% of researchers 
used ANOVA to analyse the data, and among those who 
did, only 20% performed tests to verify the homogeneity 
of variances and normality of residuals. Such disregard 
can lead to inflation of the probability of type 1 errors, in 
which case a real difference between 2 treatments is not 
detected and the null hypothesis is erroneously accepted 
(Kikvidze; Moya-Laraño, 2008).

One way around the problem of non-normality 
is through data transformation. However, a particular 
transformation is not always available to satisfy all the 
assumptions of the analysis. In addition, data transformation 
creates difficulty in interpreting results due to a change 
in scale (St-Pierre; Shikon; Schneider, 2018). Thus, the 
reformulation of the statistical model at the expense of data 
transformation is an advantageous solution.

In this context, generalized linear models (GLMs) 
appear to be a general alternative to ANOVA in the 
analysis of data from seed germination experiments. 
For these cases, in which the response is a percentage, 
Santana, Carvalho and Toorop (2018), using Lychnophora 
ericoides seeds, and Carvalho, Santana and Araújo (2018), 
using copaiba seeds, found that a GLM with a binomial 

distribution provided an appropriate adjustment of the data, 
even when the ANOVA assumptions were met.

Nelder and Wedderburn (1972) introduced the 
GLM class as an extension of linear models, applied to 
data belonging to the exponential family, such as those 
with normal, Poisson, and negative binomial distributions. 
A GLM is composed of a random component, referring 
to as the response variable; a systematic component, 
including the explanatory variables; and a link function 
that connects the components. Although the theory of 
generalized linear models was first presented in 1970, 
by 2012, only 13% of germination studies used these 
models. In contrast, the use was approximately 52% for 
non-normal count data in other areas of biological science 
(Sileshi, 2012; St-Pierre; Shikon; Schneider, 2018).

In GLM theory, Poisson and negative binomial 
distributions are usually applied in count data analysis. The 
Poisson distribution is usually the first option for analysis,  
but this distribution assumes that [ ] [ ]  i i iE Y Var Y , where 
Yi (i = 1, 2, …, n) is the dependent variable; i.e., the 
data variance must be equal to the mean. When the 
variance is greater than the mean, a phenomenon called 
overdispersion occurs, making the use of this model 
unfeasible. In this sense, alternative models can be 
used, such as the negative binomial model (Hinde; 
Demétrio, 1998). The better adjusted the model is, the 
more consistent the inferences made are. Thus, this 
study aimed to identify the most appropriate model in 
the GLM class for Eucalyptus cloeziana seed count data.

MATERIAL AND METHODS
The activities were carried out at the Laboratories 

of Seed Analysis of the Federal University of Paraná, 
Curitiba, and Embrapa Forestry, Colombo, Paraná, Brazil.

The data were obtained from a germination 
test conducted with three lots of E. cloeziana seeds 
(harvested in 2018) supplied by Embrapa Florestas, 
originally collected from an experimental plot of 4 ha in 
the municipality of Antônio João (Mato Grosso do Sul, 
Brazil).The seeds were classified by size with the aid of 
sieves and assigned to four treatments: non-processed 
material (control) and processed material categorized by 
size class, namely, small (<0.84 mm), medium (from 1.00 
to 1.18 mm), and large (>1.18 mm).

A completely randomized design with four 
replications was used in a 4 × 3 factorial scheme. The first 
factor was related to processing (T1 – control; T2 – small; 
T3 – medium; and T4 – large), and the second factor, to lot 
(L1, L2, and L3), totalling 48 experimental units.
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Sowing was carried out with four replications 
of 0.5 grams of propagation material in transparent 
plastic boxes (11.0 × 11.0 × 3.5 cm) with sand substrate 
previously sterilized and moistened with water to 
reach 50% field capacity. These boxes were placed in 
a Mangelsdorf germinator at 25 °C under continuous 
light. The first and last counts of normal seedlings were 
performed 14 and 21 days after sowing, respectively 
(Brasil, 2009).

The analysis was based on the use of generalized 
linear models (GLMs), which include the normal, Poisson, 
and negative binomial distributions. These distributions 
belong to the parametric exponential family, with the 
probability density function (Lamb; Demetrius, 2013) 
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respectively, where in the context of this study, y is the 
number of normal seedlings, μ is the mean number of 
normal seedlings, σ2 is the variance, and  π ≈ 3.1416.

The number of normal seedlings comprises the 
random component, while the systematic component of 
the three models is related to the factors processing, lot, 
and their interaction, with their linear effects combined by 

1
    p T

i ij j ij
x x  or η = Xβ, where X = (x1, x2, ..., xn)

T 
is the model matrix composed of the variables indicating 
sieve type, lot, and their interaction; T

ix  is the i-th row of 
experimental matrix X; β = (β0, β1, β2, ...,βp)

T is the parameter 
vector for the model; and η = (η1, η2, ..., ηn)

T is the linear 
predictor.

The connection between the random and systematic 
components is made by the link function and represents 
how the effects of the experimental factors impact the 
mean of y, being ηi = g(μi) = (β0 + β1xi1 + β2xi2 +...+ βpxip), 
where g(.) is the monotonic differentiable real function.

The identity link function was used for the 
normal distribution, represented by g(μi) = μi. The 
assumptions of normality of residuals and stability of 
variance were evaluated for this model by the Shapiro-

Wilk and Levene tests, respectively. The logarithmic 
link function g(μi) = In (μi) was used for the Poisson 
and negative binomial distributions.

The Akaike information content (AIC) and 
Bayesian (Schwartz) information content (BIC) criteria 
were considered to identify the model with the best fit 
among the evaluated distributions (Cordeiro; Demétrio, 
2013). These criteria penalize models of greater 
complexity or poorly adjusted models. Thus, the lower 
the values of the criteria are, the higher the evidence of 
adequacy is, which is defined as AIC = -2log L + 2p 
and BIC = -2log L + p log (n), where p is the number 
of parameters in the model, L is the logarithm of the 
maximized likelihood under each model, and n is the 
number of observations (BIC provides a greater penalty 
than AIC as n increases).

The influence of other variables on the response 
variable was evaluated by the residual deviance (Cordeiro; 
Demétrio, 2013) to compare models of different 
complexities by adding predictors.

In addition to the information criteria, the 
adjustments provided by the models were analysed 
graphically with residual and half-normal simulated 
envelope graphs, and Cook’s distance was used to identify 
possible influential data.

The best-fitting model was submitted to hypothesis 
testing using the residual deviance value and a χ2 distribution 
at a 0.05 probability, in which the null hypothesis was a 
good fit of the model to the data.

Tukey’s test was used to compare the means, 
considering a significance level of 0.05. All analyses were 
performed using the software R version 3.5.2.

RESULTS AND DISCUSSION
The AIC and BIC values compared between the 

three models are shown in Table 1. The Poisson model 
had the best indices, with the lowest AIC (326.06) 
and BIC (348.51), followed by the negative binomial 
model, with an AIC of 328.06 and a BIC of 352.39. 
In comparison, the normal model had the highest AIC 
(331.91) and BIC (356.23) indices. Thus, considering 
that simpler models better explain the data than more 
complex models (AIC and BIC, 2004; Carvalho; Santana; 
Araújo, 2018) and the normal distribution was expressed 
in a less general way, this distribution incurred a higher 
penalty due to the presence of additional parameters 
that made the model more complex and, consequently, 
a worse estimator.
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Table 1: Values of the Akaike (AIC) and Bayesian (BIC) information criteria, degrees of freedom, and residual 
deviance for different normal, Poisson, and negative binomial distribution models.

Model Degrees of Freedom Deviance Residual P-value1 AIC BIC

Poisson

Null 47 888.10 - 1150.14 1152.01

Treatment 44 334.85 2.20E-16** 602.89 610.37
Treatment + Lot 42 94.05 2.20E-16** 366.09 377.32
Treatment * Lot 36 42.02 1.84E-09** 326.06 348.51

Negative Binomial

Null 47 51.243 - 453.62 457.36

Treatment 44 51.225 9.69E-09** 419.43 428.78
Treatment + Lot 42 52.132 4.33E-15** 357.28 370.38
Treatment * Lot 36 42.016 2.62E-07** 328.06 352.39

Normal

Null 47 39437 - 462.36 466.1

Treatment 44 13719 2.20E-16** 417.67 427.03
Treatment + Lot 42 3557 3.97E-16** 356.89 369.99
Treatment * Lot 36 1646 5.70E-05** 331.91 356.23

1p-value based on a X2 test for the Poisson and negative binomial distributions and an F-test for the normal distribution.
**Significant at a 0.01 probability.

The normal model produced the worst fit 
when compared to the other models, even with the 
residuals presenting a normal distribution based on 
the Shapiro-Wilk test (W = 0.961; P = 0.115) and 
homoscedastic variances based on Levene’s test 
(F = 1.502; P = 0.174). This result demonstrates that 
even if the data meet the assumptions of normality, 
the normal distribution is not always the distribution 
that best represents them, which is corroborated by 
a study conducted by Carvalho, Santana, and Araújo 
(2018) using copaiba seed germination data, in which 
a GLM with a binomial distribution fit best, even when 
the assumptions of linear models were met. Similarly, 
Sileshi (2012) used non-normal rapeseed data from 
Piepho (2003) and reported better performance with a 
GLM than with the arcsine transformation  /100y  
of the data.

Although the AIC and BIC criteria are efficient 
in selecting models, they are not able to discriminate 
data overdispersion effects, which makes the Poisson 
distribution unfeasible. Consequently, although the 
Poisson distribution was better adjusted, it was essential 
to check this possibility.

Diagnosis by graphical analysis of residuals 
versus adjusted values (Figures 1A, 2A, and 3A) should 
take into account the random scattering of points around 
zero and the absence of extreme values (Kozak; Piepho 
2017). Both the Poisson and negative binomial models, 
as well as the normal model, presented ungrouped 
points, i.e., points not tending to fall within a specific 
area, and no outliers, thus reflecting a good fit of the 
data to the respective distributions. Residual analysis 
is also widely used to verify the relationship between 
the variance and mean of the distribution, and its use is 
particularly advantageous in identifying overdispersion 
in the data (McCullagh; Nelder, 1989; Stroup, 2015). 
Figure 2A shows no evidence of overdispersion in the 
Poisson model.

Half-normal graphs (Figures 1B, 2B, and 3B) 
provide a visual analysis of how residuals are distributed, 
allowing an evaluation of their adherence to a normal 
distribution and identification of potential outliers (Kozak; 
Piepho, 2017). This graphical analysis was efficiently used 
to select different statistical models by Santana, Carvalho 
and Toorop (2018), who used data of Lychnophora 
ericoides seed germination.
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Figure 1: Diagnostic graphs of the normal model: residuals versus adjusted values (A); half-normal plot (B); and 
Cook’s distance (C).

Figure 2: Diagnostic graphs of the Poisson model: residuals versus adjusted values (A); half-normal plot (B); and 
Cook’s distance (C).

Figure 3: Diagnostic graphs of the negative binomial model: residuals versus adjusted values (A); half-normal plot 
(B); and Cook’s distance (C).
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As in the residual analysis, the three models 
presented adequate fits of the data to the distribution 
based on their half-normal graphs, with a few incongruent 
points, which may be characterized as outliers 
(discrepant points) but are not necessarily due to the 
lack of adjustment, which can be further analysed by 
graphical evaluation of Cook’s distance. The similarities 
between these three distributions, as evidenced by the 
graphical analysis, can be explained by the Poisson and 
negative binomial distributions tending to approximate 
a normal distribution as the count increases (Stroup, 
2015), as in the present study.

As with the half-normal graphs, Cook’s distance 
(Figures 1C, 2C, and 3C) should be considered when 
evaluating the distribution of data in relation to the 
model. The larger the number of influential points a 
model has, the poorer the fit is (Altman; Krzywinski, 
2016; Carvalho; Santana; Araújo, 2018). In addition to 
the distribution, the presence of extreme points can also 
be evaluated. Specifically, Cook and Weisberg (1982) 
consider points with values above 1 on the y-axis to be 
extreme.

Although there were no points above 1, point 46 
(related to the mean of the large material in lot 3) was 
separated from the others in the three models and could 
still be considered an influential point (Bollen; Jackman, 
1985). This may be due to an effect of some uncontrolled 
experimental factor. Similarly, other authors have relied 
on such analysis to select predictive models and remove 
inconsistent points (Jagadeeswari; Harini; Kumar, 2013; 
Mihalovits et al., 2019).

In seed analysis, the Tukey test is traditionally 
applied following analysis of variance to identify 
differences between pairs of treatment means (Sileshi, 
2012). However, the same data may assume different 
configurations for each distribution since the calculation 
is based on the standard error of the means.

The interaction effect was significant (p<0.05) in 
the three models, while a difference in the arrangement 
of means between the Poisson and negative binomial 
models in relation to the normal distribution model was 
observed after the Tukey test was applied (Table 2), in 

which the normal distribution revealed statistically equal 
means between the control and treatment 2 (for lot 3) but 
differences between the other treatment pairs. Similar 
behaviours occurred for lots 2 and 3 within the control 
and treatment 2. This result shows that the Tukey test 
had lower sensitivity in differentiating means for the 
normal model, which had the lowest indices of fit to the 
data among the models.

Warton et al. (2016) considered some obstacles 
in the selection of models for count data related to the 
effective capture of data characteristics and type 1 error 
control. In this case, although GLMs with Poisson and 
negative binomial distributions should be prioritized 
over the linear model, the final model specification 
is based on the selection and diagnosis stages of the 
adjustment.

Thus, a flowchart (Figure 4) is proposed 
to illustrate the main steps in the selection and 
evaluation process, which can be extrapolated to several 
experimental situations involving counts. The quality 
of the adjustment provided by the Poisson model can 
be confirmed at the end of the process by a hypothesis 
test based on the  distribution for the residual deviance 
(42.019) with 36 degrees of freedom (Table 1), in which 
case the hypothesis that the model fits the data well is 
not rejected at a 5% probability (p-value = 0.22).

In this sense, the largest propagation material 
generated a larger number of normal seedlings of E. 
cloeziana (Figure 5), whereas seeds smaller than 0.84 
mm did not differ statistically from the control.

Studies involving seed counts, such as those of 
Eucalyptus germination, are diverse in the literature 
(Sousa et al., 2018; Sá-Martins et al., 2019; Nega; 
Gudeta, 2019), and despite the evolution of research 
in these areas, statistical analysis of the data mostly 
follows the traditional pattern, and few studies address 
the adequacy of different statistical models in the 
experimental situation. Thus, the present study provides 
a critical view of the evaluation of experimental data, 
demonstrating alternative forms of analysis, possibly 
more suitable for seed analysis since there is not only 
one method that fits all situations.
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Table 2: Partitioning of the effect of the lot × treatment interaction for models adjusted to each distribution.

Factor 1 Factor 2
Estimate of 

Marginal 
Means

Standard Error Tukey1

Poisson Negative 
binomial Normal Poisson Negative 

binomial Normal

L1

T4 92 4.80 4.80 3.38 a a a
T3 69 4.15 4.15 3.38 b b b
T2 41 3.21 3.21 3.38 c c c
T1 40 3.14 3.14 3.38 c c c

L2

T4 97 4.91 4.91 3.38 a a a
T3 62 3.94 3.94 3.38 b b b
T1 26 2.55 2.55 3.38 c c c
T2 18 2.14 2.14 3.38 c c c

L3

T4 52 3.61 3.61 3.38 a a a
T3 28 2.66 2.66 3.38 b b b
T1 15 1.95 1.95 3.38 c c c
T2 8 1.39 1.39 3.38 d d c

T1
L1 40 3.14 3.14 3.38 a a a
L2 26 2.55 2.55 3.38 b b b
L3 15 1.95 1.95 3.38 c c b

T2
L1 41 3.21 3.21 3.38 a a a
L2 18 2.14 2.14 3.38 b b b
L3 8 1.39 1.39 3.38 c c b

T3
L1 69 4.15 4.15 3.38 a a a
L2 62 3.94 3.94 3.38 a a a
L3 28 2.66 2.66 3.38 b b b

T4
L2 97 4.80 4.80 3.38 a a a
L1 92 4.91 4.91 3.38 a a a
L3 52 3.61 3.61 3.38 b b b

1Significant at a 0.05 probability.
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Figure 4: Flowchart developed for statistical analysis of seed count data of Eucalyptus cloeziana.
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Figure 5: Comparison of means by the Tukey test at a 0.05 probability as a function of the generalized linear 
model with the Poisson distribution.

CONCLUSION
The generalized linear model with a Poisson 

distribution provides the best fit to seed count data of E. 
cloeziana.
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