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ABSTRACT
The iteratively reweighted least-squares (IRLS)htégue has been widely
employed in geodetic and geophysical literaturee Thliability measures are
important diagnostic tools for inferring the strémgf the model validation. An
exact analytical method is adopted to obtain irtsigpn how much iterative
reweighting can affect the quality indicators. Tiegizal analyses and numerical
results show that, when the downweighting procedisreperformed, (1) the
precision, all kinds of dilution of precision (DORpetrics and the minimal
detectable bias (MDB) will become larger; (2) thariations of the bias-to-noise
ratio (BNR) are involved, and (3) all these resglhiincide with those obtained by
the first-order approximation method.
Keywords: IRLS; Outlier; DOP; MDB; BNR.

RESUMO
A técnica de minimos quadrados iterativa com repmagfio dos pesos tem sido
amplamente usada na literatura geodésica e geofibic medidas confidveis séo
instrumentos diagnésticos importantes para infeforga da validagdo do modelo.
Um método analitico exato € adaptado para obteongpreensdo do quanto a
reponderagdo iterativa dos pesos pode afetar dsaduwtes de qualidade dos
resultados. Andlises tedricas e numéricas mostizn guando o procedimento de
diminuicdo dos pesos é feita: 1) a precisdo métriadendéncia minima detectavel,
aumenta; 2) As tendéncias da variagcdo média dm restiardo envolvidas e; 3)
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Todos os resultados coincidirdo com aqueles obtidoso método de aproximagao
de primeira ordem.
Palavras-chave: IRLS; Outlier; DOP; MDB; BNR.

1. INTRODUCTION

Least-squares (LS) method exhibits a poor perfooman the presence of
outliers. A reliable alternative to LS is given the robust regression techniques.
Iteratively updating the weights yields the itevaty reweighted least squares
(IRLS) algorithm, which is the most common method éomputing M-estimates
(HUBER 1981, HUBER and RONCHETTI 2009). In fact, LR has been
extensively employed in geodetic and geophysidetdiure (CHANG and GUO
2005, RANGELOVA et al. 2009, GUO et al. 2010, COLIEUX et al. 2012).

Under the assumption of only one outlier existsaila (1968) developed his
famous testing procedure in the framework of mdafi-outlier model (GUO
2013), which ultimately led to the reliability thgo Extension of reliability
measures for correlated observations was discusged/ang and Chen (1994),
Schaffrin (1997) and Ou (1999). Generalized measafeeliability in the presence
of multiple outliers were addressed by Knight e{2010).

There are two types of reliability measures: im&rand external. Both of
them are important diagnostic tools for inferrihg strength of the model validation
(cf. TEUNISSEN 1985, VERHAGEN 2002, LEICK 2004). Bging the first-order
approximation, Guo et al. (2011) investigated thariation characteristics of
minimal detectable bias (MDB) and the bias-to-nostio (BNR) measures for an
iterative robust M-estimator. This contribution \&&3 a twofold purpose: (1) to
evaluate the impact of iterative reweighting on thality indicators by using an
exact analytical method, and (2) to assess the uadgqof the first order
approximation method.

2. ITERATIVELY REWEIGHTED LEAST-SQUARES(IRLYS)
Consider the linear model (KOCH 1999)

AX = E(L) 1)

where A is the nx u design matrix with full column rankX the ux1 vector of
unknowns, andL the NX1 vector of independent and normally distributed
observations  with null mean  vector and covariance atrim
0P = oldiag(y ).

The standard method for solving Eq. (1) is to cotepa LS solution.
However, the LS solution is very prone to outliared even a single outlier will

affect results considerably. One way to avoid fhisblem is to adopt the IRLS
procedure, in which the discrepant observations domenweighted, rather than
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merely deleted. Therefore, the IRLS algorithm ibust and the efficiency can be
retained (HUBER 1981, CHANG and GUO 2005, HUBER &R@NCHETTI
20009).

By choosing the a-priori weight matril® as the initial weight matridP® |
the IRLS scheme can be performed. Denoting thetaddaeight matrix with thek

-th iteration by P = diag( g*) , the estimate of unknowns is given by
X® =g ATpH L @)

with S® = (AT PO A,
The corresponding residual vector is readily otetdias

V& =L -AX® =RM®L 3)

where R® = —ASWATP® s the reliability matrix or residual matrix
(SCHAFFRIN 1997, GUO et al. 2007, 2011). It carsben thatR™ is idempotent
and thus, the sum of its diagonal elemerﬁg is equal to the degree of freedom

n-u. For uncorrelated observationﬁ,(k) is called redundancy number and it

holds that (SCHAFFRIN 1997, LEICK 2004)
0<rM<1(i=12---,n) (4)

3. VARIATION OF PRECISION AND DILUTION OF PRECISION
METRICS

Without loss of generality, suppose theth, the i,-th, ..., and thei -th
observations be thén (< N—u—1) observations with reduced weights at the
th step of the iteration. LeD,, be an MX M diagonal matrix whose diagonal
entries are given by

d =g - g j=12...m ©)
then we have
PO =piH—H D HS (6)
with
H,=(, h, ..., h)
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where h, represents thé-th N X1 canonical unit vector with 1 in thie-th entry

and zeros elsewhere. With the definition, it carséen that the diagonal matrix,,
is positive-definite.

With Sherman-Morrison-Woodbury-Schur formula (STWRA& and BORRE
1997) and denotingy, = H A , we have

st = ( AT P& A- AI D, An)_l
= g(k-D) 4 glk-D) AnT( D;l_ Aﬂgk—l) AD—l AHSk—l) @
= g(k-D) 4 glk-D) AhT E“Angk—l)

where
B, =(D- A Sk A
=D, +D A (ATPCDA-ATD AYIATD @®)
=D, +D ASWAD
Obviously, B, is symmetric and positive-definite, since bdth, and S%

are symmetric and positive-definite.

The expression Eq. (7) shows the apparent decieapeecision when the
downweighting procedure is performed. Moreoverkalts of dilution of precision
(DOP) metrics (STRANG and BORRE 1997) will becomarse, but more realistic

since[SM], =[ S, (i=1, 2,---,n).

4. VARIATION OF MDB MEASURES

In reliability theory, MDB measures are used tedalie the size of model
errors that can be detected by simply using theampiate test statistics (BAARDA
1968, TEUNISSEN 1985, VERHAGEN 2002, LEICK 2004)ithVEg. (8), it can
be verified that

B, D, -A S AN, =D, )
which multiplies out to give
B,=D,+B rTAmS(k'l) ATmD " (10)
and
B,=D,+ DnAmS(k'l) ATmB . (11)

By virtue of Egs. (7) and (10), we have
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ASWAT[H D HI=AS*Y+S M ATB A S ADHT
=AS*YA (D +B A S*PAD)H" (12)
=AS*YA B HT
and
RY =1 -ASWAT [PV + ASY ATOH, D, H,

=RV _ASKDATR A SFY A PEYL ASKY A B HT (13)
- R(k—l) + As(k—l)A": B HT ER(k—l)

Taking Eqg. (11) into account, one can obtain

HDHLRY =H D H TR +H D | RS AT K RO

=H,(D,+D,AS“YAB JH'RY (14)
=H B H IR

which, in combination with Eq. (13) yields

prRK = ( ptkD — Hm Dm H ;) [RWM
- P(k—l) ER(k—l) + P(k—l) DAs(k—l) AI]' Bn HT R(l&l)_ H B H TR(k-l) (15)
- P(k—l) R(k—l) _ ( R(k—l))T H B H TR(k—l)
This exact closed-form expression gives the mtatip betweenP® R®
and PP RKD
With noncentrality parameteﬂO (ibid), it follows from Eq. (15) that

A A .

It can be seen that, all the MDB measures becarged and larger after
performing the iterative reweighting procedure. Seheesults coincide with those
obtained using the first-order approximation met{@dO et al. 2011).

5. VARIATION OF BNR MEASURES

The external reliability expresses the effect muadetected error on the final
estimation results. In practical applications, enx&éreliability is usually much more
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relevant than internal reliabilty (BAARDA 1968, THISSEN 1985,
VERHAGEN 2002, LEICK 2004).

The bias-to-noise ratio (BNR) measure is one af $aalar external reliability
measures. Under the diagonality assumption of teggtw matrix, thei -th BNR
measure with thek -th iteration is defined as (BAARDA 1968, TEUNISSHENS5,
VERHAGEN 2002, LEICK 2004)

BNR; =4 W -1 (17)

k-1)

Suppose the relationship between the weight elesnpff’ and p*™ is as

follows
p = fp"? (18)

in which the factor f, (0< f, <1) is the function of thei -th (standardized)

residual obtained in thegk —1)th-iteration. Determination off, is termed as

downweighting strategy, which has attracted a gl of attention both in
statistical and geodetic literature (HUBER 1981,A045 and GUO 2005, HUBER
and RONCHETTI 2009, GUO et al. 2010, 2011).

with Eq. (16), if p* = g™, then
r.ii(k) s rii(k_l) (19)

For the subsequent discussions we introduce tloemviag theorem:
Theorem: Assume that bothM and N are nXn symmetric positive

definite matrices, thetM —N is positive semi-definite if and only iN ™ =M ™
is positive semi-definite.

For the proof of this theorem, the reader is reférto Horn and Johnson
(1985, p 471).

In case off, =min f,, then[, S¥]*{ = Adiag( {-) g} A f
1
is positive semi-definite. According to the abowedrem, one can conclude that
St — fj S™ is also positive semi-definite and thus
K _p (kD) 1 _hTACKK ATBDR T _M — T k1) AT k1)
r{9 —r Y =[1-hTASY ATPMh]-[1- hTAS Y ATE D h]

=hT A(S* Y - f Sy AT h >0 (20)
i j (I
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However, if min f, < f, <1, the sign of the expressioﬂj](k) —rjj(k_l)
I

is
ambiguous.

Therefore, at any two consecutive iteration sté¢py,the BNR measures of
observations whose weights keep unchanged becager;l§2) the BNR measure
of the observation with maximum absolute standadlizsidual decreases, whereas
the BNR measures of other observations with redwesidhts may become larger
or smaller. These results also coincide with thobtained by the first order
approximation method (GUO et al. 2011).

6. ANUMERICAL EXAMPLE

A simulated geodetic leveling network as showrFigure 1 was taken as a
test example. The elevation of station A is 168060 The simulated observations
and their weights are listed in Table 1.

Figure 1 - Leveling network.
OB

Table 1 -. Simulated leveling network.

Line | Leveling difference (m) Relative weight
5.7886
-14.4582
8.6681
-12.3387
3.6702
-14.3008
10.6318
-16.4200
-2.1178

OO |N|O|U|R[WIN|F
NIRINRFRINEFRINNP-
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For purpose of illustration, two artificial outte —0.08 and +0.06 (m) are
added to the third and the ninth observation, retspdy. The damping factors can
be determined as follows (GUO et al. 2011)

f {1’ 7]<c (i=12--,n) (21)
P = N _ , (1= 0, N
©/|%p? [9]>c

where V. is the i th standardized LS residual and the const@ris usually taken

from the interval [15,2.0] (KOCH 1999, CHANG and GUO 2005). If the

difference between the estimated unknowns at twsexutive iterations is less than
a positive constant, or the number of iterationpasses a preset threshold number,
then the iteration process should be stopped.

The median absolute deviation (MAD) estimate & ¢hndidate for being the
“most robust estimate of scale” (HUBER 1981). Hoemr\n order to make MAD
consistent at the normal distribution, we must iplytit by 1.4826. Therefore, the

scale factor involved inV, can be replaced by its normalized MAD estimate
(ROUSSEEUW and LERQOY 1987; GUO et al. 2010, 2011).

In geodetic applications (BAARDA 1968), the sigedéince level and the
detection power are commonly set at 0.001 and Oe&pectively. This results in a
noncentrality paramete(//l_024.13. The parameterg, used in the MDB and

BNR measures is taken as 0.001 m. The aforemexticoavergence criterion
meets after five iterations. As expected, all thBB/measures become larger and
larger during the iteration procedure (cf. Figuye 2

Figure 2 - Changes in the MDBs during the iteration

0,7
06
i - -
05 without iteration
_ M B after 1 iteration
E 0.4 [l | Oafter 2 iterations
Z 03 Ll | Dafter 3 iterations
= 02 B after 4 iterations
o after 5 iterations
3 m’ﬁ_’ij e _;I:
0 - | | | : : t .

1 2 3 4 5 5] 7 8 9

Observation no.
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When the stopping criterion meets, the BNR measuameresponding to the
two outlying observations are considerably smaé(Bigure 3).

Figure 3 - Variation of the BNRs over the five #gons.

@without iteration

W after 1 iteration

O after 2 iterations

BNR

6 O after 3 iterations
W after 4 iterations

O after 5 iterations

1 2 3 4 5 6 7 8 9

Observation no.

These results can be used to explain how the IRicBnique resists the
presence of outliers and mitigate their impacttanfinal estimated parameter.

7. CONCLUSIONS

The IRLS technique has been extensively employedgéodetic and
geophysical literature. To gain insight into theL8kmethod, an exact and direct
analytical method is presented to obtain insights mow much the iterative
reweighting can impair the quality indicators. Thetwal analyses and numerical
results show that, when the downweighting procedisreperformed, (1) the
precision, all kinds of DOP metrics and MDB measuséll become larger; (2) the
variations of BNR measures are ambiguous, andl(3hese results coincide with
those obtained by the first-order approximationhdt(GUO et al. 2011).
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