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Abstract
Measurement instruments play an important role in research, clinical practice and health assessment.  Studies on the quality 

of these instruments provide evidence of how the measurement properties were assessed, helping the researcher choose the 
best tool to use.  Reliability and validity are considered the main measurement properties of such instruments.  Reliability is 
the ability to reproduce a result consistently in time and space.  Validity refers to the property of an instrument to measure 
exactly what it proposes. In this article, the main criteria and statistical tests used in the assessment of reliability (stability, 
internal consistency and equivalence) and validity (content, criterion and construct) of instruments are presented, discussed 
and exemplified.  The assessment of instruments measurement properties is useful to subsidize the selection of valid and 
reliable tools, in order to ensure the quality of the results of studies.
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Introduction

Nowadays, a growing number of questionnaires or 
measurement instruments that assess psychosocial 
characteristics and several outcomes in health are 
available to be used in researches, clinical practice 
and to assess the population’s health.1 Although many 
instruments have been created, many of them have 
not been adequately validated.2,3 Literature has alerted 
researchers for the need of a deep evaluation of the 
measurement properties of questionnaires.4,5

The researcher has to carefully choose the adequate 
and accurate tool, in order to ensure the quality of 
their results. It is necessary to know the instruments 
in details – items, domains, assessment forms, and, 
specially, measurement properties –, before using 
them. The quality of the information provided by 
the instruments depends, at least partially, on their 
psychometric properties.6,7 

Before being considered suitable, the instruments 
must offer accurate, valid and interpretable data 
for the population’s health assessment.8 Moreover, 
the measures are supposed to provide scientifically 
robust results.9 The performance of results of these 
measures comes from the reliability and validity 
of instruments.10 Despite disagreements in some 
points, researchers are unanimous in considering 
the reliability and validity as the main instruments’ 
measurement properties.11,12

Figure 1 shows the possible relations between 
reliability and validity. In the first target, the shots 
were reliable, hitting the same point; however, none 
has hit the center of the target, not being considered 
valid, though. The second target may be considered 
valid, although not reliable, because the points hit 
are not located in a specific place, but were spread 
throughout the whole target. The third target did not 
present reliability or validity, because they hit spread 
points, only on the superior part of the target. The fourth 
target represents the perfect example of reliability and 
validity: the shots hit the place they were supposed to 
and were consistent, right in the target center. Such 

relations can also be applied to assess the properties 
of instruments measurements.

Based on what has been presented, we consider 
that it is relevant to discuss the methods of analysis of 
instruments’ measurement properties in research, health 
assessment and clinical practice.  The main aspect of the 
assessment for reliability and validity of measurement 
instruments, as well as the most used statistical tests 
are presented, discussed and exemplified below.

Reliability

Reliability is the ability to reproduce a consistent 
result in time and space, or from different observers, 
presenting aspects on coherence, stability, equivalence 
and homogeneity. It is one of the main quality criteria 
of an instrument.1 

Reliability refers mainly to stability, internal consistency 
and equivalence of a measure.14 It is important to 
highlight that the reliability is not a fixed property of a 
questionnaire. On the contrary, reliability relies on the 
function of the instrument, of the population in which 
it is used, on the circumstances, on the context; that 
is, the same instrument may not be considered reliable 
under different conditions.15

Reliability estimates are affected by several aspects of the 
assessment environment (raters, sample characteristics, 
type of instrument, administration method) and by the 
statistical method used.7 Therefore, the results of a 
research using measurement instruments can only be 
interpreted when the assessment conditions and the 
statistical approach are clearly presented.16

Reliability refers to how stable, consistent or accurate 
an instrument is.17 The choice of the statistical tests 
used to assess reliability may vary, depending on what 
in intended to be measured.15

Three important reliability criteria, of great interest 
for researchers are described below: (i) stability, (ii) 
internal consistency and (iii) equivalence. We will also 
describe the most used statistical methods to assess 
each of the aspects.  

 
Stability 
Stability measures how similar the results are when 

measured at two different times,17 that is, it estimates 
the consistency of measurement repetition. 

Stability assessment can be performed using test-
retest method. The procedure consists of applying the 

The researcher has to carefully choose 
the adequate and accurate tool, in order 
to ensure the quality of their results.
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same measurement at two different times.17 The use 
of this method requires that the factor to be measures 
remains the same in both tests moments and any 
change in score can be caused by random errors:15 
for example, if an individual concludes a research 
and repeats it within some days, it is desirable that 
the results are similar. 

The intraclass correlation coefficient (ICC) is 
one of the most used tests to estimate continuous 
variables stability, because it takes into account the 
measurement errors.18 Other correlation coefficients, 
such as Pearson or Spearman, are not suitable for this 
type of reliability test, because they do not consider 
such errors.19

The test-retest reliability tends to reduce when the 
test reapplication is extended.17 The time span between 
measurements will influence the interpretation of 
reliability in the test-retest; therefore, the time span 
from 10 to 14 days is considered adequate for the 
test and retest.15

With regard to the sample, a number of at least 
50 subjects is considered adequate.1 For the results 
interpretation, minimum values of 0.70 are considered 
satisfactory.1,20

 
Internal consistency 
The internal consistency – or homogeneity – shows 

if all subparts of an instrument measure the same 
characteristic.21 For example, if an instrument that 
assesses the individual’s satisfaction with their job has 
nine domains, all the items of the domain ‘salary’ are 
supposed to measure this construct, not a different 
construct, such as ‘benefits’, so the instrument presents 
internal consistency. This is an important measure 
property for instruments that assess a single construct, 

using, for this, a variety of items.1 An estimate of low 
internal consistency may indicate that the items measure 
different constructs or that the answers to the questions 
of the instrument are inconsistent.15

Most researchers assess internal consistency of 
instruments through Cronbach's alpha coefficient.15,22 
Since the 1950s,23 this is the most used measure to 
assess reliability.24,25 Cronbach's alpha coefficient 
demonstrates the covariance level between the items 
of a scale. Thus, the lower the sum of items variance 
is, the more consistent the instrument will be.26

Although Cronbach's alpha coefficient is the most 
used in the assessment of internal consistency, there is 
no consensus on its interpretation. Even though some 
studies establish that values higher than 0.7 are ideal,1,20 
some researches consider values under 0.70 – but 
close to 0.60 – as satisfactory.21,27

It is important to understand that the values of 
Cronbach's alpha coefficient are highly influenced by 
the number of items of the measurement instrument.28 A 
small number of items per domain in an instrument may 
reduce alpha’s values, affecting the internal consistency.29

The statistical softwares present several reliability 
models, besides Cronbach's alpha coefficient, and 
researchers usually present their results with two other 
reliability models: alpha if deleted item and average 
correlation between items.21 Values of alpha if deleted 
item allow the researcher to evaluate if, one item is 
removed from a certain domain of the tool, the value 
of the total Cronbach's alpha of the domain increases 
or reduces.28 Thus, the researcher can verify previously 
if there is any item in the instrument that is affecting 
the value of Cronbach's alpha.30

With regard to the average correlation between 
the items, if it is low, the value of Cronbach's alpha 

Source: adapted from Babbie.13

Figure 1 – Possible combinations of validity and reliability of measurement instruments

Reliable but not valid Valid byt not reliable Neither reliable nor valid Both reliable and valid
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coefficient will also be low. When the alpha coefficient 
increases, the average correlation increases as well. 
Therefore, if the correlations are high, there is evidence 
that the items measure the same construct, fulfilling 
the reliability assessment.21,28 Researchers consider 
that the correlation average levels between the items 
higher than 0.30 are adequate, and, thus, measure the 
same construct.31

Finally, for instruments whose variables are 
dichotomous, Kuder-Richardson is the most adequate 
test, not Cronbach's alpha.32 Just as in the interpretation 
of the coefficient’s results, values close to 1.00 are 
considered ideal.  

Equivalence 
Equivalence is the concordance degree of two or 

more observers regarding an instrument scores.17 The 
most common way of assessing the equivalence is the 
inter-observer reliability, which involves the independent 
participation of two or more raters.33 In this case, the 
instrument is filled in by the raters.15 For example, in a 
research with two qualified raters who fill in the same 
instrument, there is equivalence when the obtained 
score is the same.

The inter-observer reliability depends mainly on 
an adequate training process of the raters and of a 
standardization for the test application.34 When there 
is high concordance between the raters, we can infer 
that the measurement errors were minimized.17

Kappa coefficient is a measure used to assess 
inter-observers, applied to category variables. It is a 
concordance measure between the raters and has a 
maximum value of 1.00. The higher the Kappa value 

is, the higher the concordance between the raters 
will be. Values close to or below 0.00 indicate lack 
of concordance.35

Figure 2 summarizes the three types of reliability 
aforementioned. 

It is important to highlight that one instrument 
reliability must always be discussed taking the population 
and objective of the study into consideration. A reliable 
instrument for some situations may not have the same 
reliability under different circumstances, reason why 
reliability and validity should always be tested.15

Validity

Validity refers to the fact that a tool measures 
exactly what it proposes to measure.36,37 Validity is not 
an instrument characteristic and must be determined 
regarding a specific matter, once it refers to a defined 
population.7

The measurement properties – validity and reliability 
– are not totally independent.17 Researchers affirm 
that an instrument that is not reliable cannot be valid; 
however, a reliable instrument, can, sometimes, be 
invalid.17,38 Thus, a high reliability does not ensure an 
instrument validity.17

With regard to validity types, in this present study we 
present the three main ones: (i) content validity, (ii) 
criterion validity and (iii) construct validity.

Content validity
Content validity refers to the degree in which the 

instrument content adequately reflects the construct 
that is being measured,39 that is, it evaluates how much 

Types of reliability Definition Example Statistical tests

Stability
Consistency of repetitions, that 
is, how stable the measure is 
throughout time.15,17

If an individual concluded a 
research and repeats it in a few 
days, similar results are expected. 

Test-retest
(Intraclass correlation 
coefficient [ICC])

Internal consistency

It evaluates if the domains of 
an instrument measure the 
same characteristic, that is, the 
average correlation between all 
the construct items.21

In an instrument that assesses 
satisfaction at work, all the 
items of a certain domain must 
measure such construct, not a 
different one. 

Cronbach's alpha
(continuous variables) 

Kuder-Richardson
(dichotomous variables) 

Equivalence

It is the concordance degree 
between two or more raters 
concerning the scores of an 
instrument. 

Two qualified raters fill in the 
same instrument are supposed 
to obtain the same score. 

Inter-observer reliability 
(Kappa)

Figure 2 – Reliability measurement of instruments
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an items sample represents in a defined universe or 
content domain.17 For example, an instrument that 
assesses the satisfaction at work must include not only 
work satisfaction, but other variables related to it, such 
as, salary, promotions, relationship with co-workers, 
among others. 

As there is no statistical test to assess specifically the 
content validity, usually researchers use a qualitative 
approach, through the assessment of an experts 
committee,38 and then, a quantitative approach using 
the content validity index (CVI).40

The CVI measures the proportion or percentage of 
judges who agree on certain aspects of a tool and its 
items.5 This method consists of a four-point Likert scale, 
where: 1 = non-equivalent item; 2 = the item needs to 
be extensively revised so equivalence can be assessed; 
3 = equivalent item, needs minor adjustments; and 4 = 
totally equivalent item.40 The items that receive 1 or 2 
points have to be revised or removed. To calculate the 
CVI for each item of the instrument, you have to add 
all the answers 3 and 4 of the experts committee and 
divide the result by the number of answers, according 
to the following formula:5,40

IVC = No. of answers 3 or 4/Total no. of answers
The acceptable concordance index among the experts 

committee must be at least 0.80 and, preferably, higher 
than 0.90.41

Criterion validity
Criterion validity is the relation between the score of 

a certain instrument and some external criterion.38 This 
criterion has to be a widely accepted measure, with the 
same characteristics of the assessment tool, that is, an 
instrument or criterion considered ‘gold standard’.15 

In assessments of criterion validity, researchers test 
the validity of a measure comparing the measurement 
results with the ‘gold standard’ or established 
criterion.7 If the target test measures what is intended 
to be measured, then its results must agree with 
the results of the ‘gold standard’ or the criterion.7 
Whatever the assessed construct is, it is considered 
valid when its scores correspond to the scores of 
the chosen criterion.17

When the criterion is measured in the future, it is 
called predictive validity, and when it is in the present, 
we call it concurrent validity.38 In other words, if a 
test is applied and its results are compared with a 
criterion applied later, we have the predictive validity, 

and if both tests are applied at the same time, we call 
it concurrent validity.7,17

Studies on the assessment of blood pressure and 
cholesterol levels as predictive factors to predict the risk 
of cardiovascular diseases are examples of predictive 
validity.38 To illustrate the concurrent validity, we can 
cite a study in which the researchers were looking 
for an alternative to apply a long instrument to assess 
depression and tested a single question – Do you 
frequently feel sad or depressed? –, confirming the 
criterion validity.42 

Thus, it is possible to verify if the investigated 
measure is related to external standards, validated, 
and which assess the same construct.43 The higher 
the relation between them, the higher the criterion 
validity will be.7

The criterion validity may be checked by a correlation 
coefficient.17 The scores of the measurement instrument 
are correlated with the scores of the external criterion 
and this coefficient is analyzed.15 Values close to 1.00 
suggest correlation, whereas values close to 0.00 suggest 
there is no correlation. Correlation coefficients equal 
to 0.70 or over are desirable.17

Most of times, the criterion validity is a challenge for 
the researcher,38 because it demands a ‘gold standard’ 
measure to be compared to the chosen instrument, 
which cannot be easily found in all knowledge areas. 
It is also a challenge to overcome the expectation of an 
instrument known as ‘gold standard’. The researcher 
expects at least an instrument that has some advantage 
over the chosen criterion, either because it is easier to 
use, has lower administration time or even because it 
has reduced cost.38,43

Construct validity
Construct validity is the degree to which a group 

of variables really represents the construct to be 
measured.44,45 In order to establish the construct validity, 
some predictions are made based on the construction 
of hypotheses, and these predictions are tested to 
support the instrument validity.45 The more abstract 
the concept is, the more difficult it will be to establish 
the construct validity.17

This type of validity is hardly obtained on a single 
study; usually, several researches on the theory of 
the construct which is intended to be measured are 
developed.17,44 It is essential that there is a theory 
associated to the process of construct validity.44 That 
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way, the more evidences there are, the more valid the 
results interpretation will be.38,46

Researchers divide the construct validity into three 
types: hypothesis testing, structural or factorial validity 
and cross-cultural validity.37,39

a) Hypothesis testing
There are several strategies to confirm the construct 

validity through hypothesis testing. One of them is the 
known-groups technique.7,11 In this approach, different 
groups of individuals fill in the research instrument 
and then the groups’ results are compared.17,38 For 
example, an instrument that assesses quality of life 
can be applied to a group of patients with chronic 
diseases and to a group of healthy youngsters. The 
results are expected to be different and the instrument 
is supposed to detect such differences.38 Besides 
the known-groups technique, it is also possible to 
verify the construct validity through convergent and 
discriminant validities.39

In the absence of a ‘gold standard’ instrument, it 
is possible to assess the convergent validity through 
the scores of the instrument with scores of another 
instrument that assessed a similar construct.39 Thus, it 
is possible to verify if the assessed instrument is strongly 
correlated to other measures, already existent and valid. 
For example, when administering two instruments that 
assess satisfaction at work, researchers expect to obtain 
strong correlation between them. High correlation 
between a new test and a similar test show strong 
evidence that the new instrument also measured the 
same construct as the previous one.38

On the other hand, the discriminant validity assesses 
the hypothesis that the measurement studied is not 
improperly related to different constructs, that is, with 
variables from which it should differ.39 For example, 
an instrument that assesses the motivation to work 
should present low correlation with an instrument that 
measures self-efficiency at work.32

b) Structural or factorial validity 
Another technique widely used by researchers to 

verify the structural construct validity is the factorial 
analysis. The factorial analysis provides tools to assess 
the correlation in a big number of variables, defining 
the factors, that is, the variables which are strongly 
related to each other.17,45

Researchers recommend the factorial validity to 
be verified by using the confirmatory factor analysis 
(CFA) instead of the exploratory factor analysis (EFA).37 

The EFA provides to the researcher the necessary 
amount of factors to represent the data, that is, it is 
a tool to explore the dimension of a group of items. 
On the other hand, the CFA can confirm how well the 
analyzed variables represent a smaller number of 
constructs;45 it is also used to confirm the structural 
model of an instrument. 

At EFA the variables produce loads to all factors, 
whilst at CFA the variables only produce loads in the 
factors assigned in the model. Thus, the confirmatory 
model is more strict and restrictive, reason why it is 
highly recommended for questionnaires validation.39 
For example, researchers intend to assess if some 
characteristics of the work environment – such as 
autonomy and feedback – are predictors of professional 
satisfaction. To test this hypothesis, they perform a 
confirmatory factor analysis.

A very common technique used among researchers 
to assess the construct validity is the structural 
equation modeling (SEM), considered a mix of CFA 
with path analysis.45 This method aims to explain the 
relations between multiple variables.45 A conventional 
model in SEM is, actually, formed by two models: the 
measurement model, which represents how the variables 
measured are unified to represent the construct; and 
the structural model, which demonstrates how the 
constructs are associated.47

To assess the measurement model it is common 
to verify the convergent and discriminant validities. 
At convergent validity, the items that indicate a 
specific construct must have a high proportion of 
variance in common. And the discriminant validity 
it is the degree in which the construct differs from 
the others.45

There are several ways to estimate the convergent 
validity, and the evaluation of factorial loads is one of 
them. High factorial loads indicate that they converge 
to a common point, that is, there is convergent validity. 
Literature points that factorial loads must be of at least 
0.5 and ideally superior. If one item present values 
under 0.5, it becomes a strong candidate to leave the 
factorial model.45

Another measure is the evaluation of the average 
variance extracted (AVE), which verifies the proportion 
of variance of the items that are explained by the 
construct to which they belong. Just as in the evaluation 
of factorial loads, when the AVE values are equal to 0.5 
or over, the model converges to a positive result.48,49
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Finally, to confirm the convergent validity it is 
common to assess the composed reliability, which 
is an estimate of internal consistency, however it is 
more suitable to SEM model because it prioritizes 
the variables according to their reliabilities – not like 
Cronbach's alpha, which is highly influenced by the 
number of variables in the constructs.50

With regard to the existence of discriminant validity, 
the researcher can perform the analysis of crossed 
loads. To confirm this type of validity, the items of the 
assessed tool must present factorial loads higher in 
the constructs which were previously designed than 
in the others.51

Another criterion used to assess the discriminant 
validity is the comparison between the square roots 
of AVE and the correlation values of the constructs. 
The square roots of AVE must be higher than the 
correlation between the constructs, in order to have 
discriminant validity.48,49 

After the assessment of the convergent and discriminant 
validities, the next step is to analyze the structural 
model or theoretical model. They are the conceptual 
representation of the relation between the constructs. 
To test the structural model, the researcher must focus 
on the general adjustment of the model and on the 
relation between the constructs.50

Initially, to verify the relations between constructs 
and the items of the model, the Student’s t-test and 
chi-squared test are performed, in which it is possible 
to verify if the parameters are significantly different 
from zero.  The adjustment quality of the model can 
be assessed by the Pearson coefficient of determination 
(R2): values equal to 2% are classified as small effect, 
13% as medium effect and 26% as big effect.50 It is 
also possible to evaluate the root mean square error 
of approximation (RMSEA <0.08), the goodness-of-fit 
(GFI >0,9), the Tucker-Lewis index (TLI >0,9), the 
comparative fit index (CFI >0,95) and the normed fit 
index (NFI >0,95).45

Other two indicators of adjustment quality can 
also be assessed: the relevance or predictive validity 
(Q2) and the effect size (f2). The Q2 assesses how 
much the model is close to what was expected and 
values bigger than 0 are considered suitable.48 The 
f2 assesses how important each construct is for the 
model adjustment and is obtained through the inclusion 
and exclusion of constructs from the model. Values 
of 2% are considered constructs of small effect in the 

model adjustment, 15% of medium effect and 35% 
of big effect.48

c) Cross-cultural validity 
The third type of construct validity, the cross-cultural 

validity is about the measures in which the evidences 
support the inference that the original instrument and 
another one, culturally adapted are equivalent.39 For 
example, a tool that assesses the satisfaction at work 
and that has been translated and adapted into another 
cultural context, must have a similar performance to 
the one of the original version.51

To assess the cross-cultural validity, the Consensus-
based Standards for the Selection of Health Measurement 
Instruments (COSMIN), an international multi-
disciplinary team who works to improve the selections 
of measurement instruments used in researches and 
clinical practice, using more adequate tools,52 lists 
some items to be assessed.  For example, if the items 
were translated and back translated by independent 
translators, if the translation has been revised by an 
experts committee and if the instrument has been pre 
tested, among other questions.53

Besides this list, it is possible to find others 
with standards to assess properties of instruments 
measurements.  Such lists can be used to assess the 
methodological quality of the studies on measurement 
properties.53 

All in all, the construct validity is verified through 
logical and empirical procedures. Figure 3 presents 
the main characteristics of the three types of validity 
presented here.

Concluding remarks

Present study discussed the main aspects of 
assessment of measurement instruments properties, 
used in researches, clinical practice and health 
assessment. In a study, it is essential to determine 
how strict the approach on reliability and validity 
was, in order to ensure the quality of the instruments 
used and in the practical implementation of the 
study results.

High quality studies provide evidences on how all 
these factors have been approached, and this supports 
the researchers in deciding whether or not to apply the 
results in their research area or in practical clinic. It 
is important to highlight that the reliability and validity 
are not fixed properties, and, therefore, vary depending 

Ana Cláudia de Souza et al.
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Types of validity Definition Example Statistical tests

Content validity

It is the degree in which a test 
includes all the necessary items 
to represent the concept to be 
measured.17

An instrument that assesses he satisfaction at 
work must include not only work satisfaction, 
but other variables related to it, such as, 
salary, promotions, relationship with 
co-workers, among others.

- Qualitative approach (experts 
committee)

- Quantitative approach 
(content validity index [IVC])

Criterion validity It is assessed when a result can be 
compared to a ‘gold standard’.

Concurrent validity
It can be evaluated using both 
the target-test and the ‘gold 
standard’, at the same time,

In an investigation on depression, a new 
tool is used, and with it, a supposedly ‘gold 
standard’ question: Do you frequently feel sad 
or depressed?38

Correlation tests

Predictive validity First the target-test is applied, 
and then, the ‘gold standard’.38

Results on blood pressure and cholesterol 
levels are based on its predictive validity to 
project the risk of cardiovascular diseases.38

Correlation tests

Construct validity

Is is the extent in which a set 
of variables represent the 
construct that was projected to 
be measured.44

Known-groups 
technique

Different groups of individuals 
fill in the research instrument 
and then the groups’ results 
are compared.38

A test that assesses quality of life can be 
applied to a group of patients with chronic 
diseases and to a group of healthy youngsters. 
Differences in the scores on quality of life 
between these groups are expected.38

Hypothesis testing

Convergent validity

It is obtained through the 
correlation between the 
instrument and another 
instrument that assesses a 
similar construct, expecting 
high correlation results 
between them.39

When administering two instruments that 
assess satisfaction at work, researchers expect 
to obtain strong correlation between them.

Correlation tests

Discriminant validity

It tests the hypothesis that the 
target-measurement is not 
improperly related to different 
constructs, that is, with variables 
from which it should differ.39

An instrument that assesses the motivation to 
work should present low correlation with an 
instrument that measures self-efficiency.32

Correlation tests

Structural or 
factorial validity

It assesses if one measure 
captures the hypothetical 
dimension of a construct.39

Researchers intend to assess if some 
characteristics of the work environment – such 
as autonomy and feedback – are predictors of 
professional satisfaction.

Factorial analysis and structural 
equation modeling

Cross-cultural validity

Measures in which the 
evidences support the inference 
that the original instrument 
and another one, culturally 
adapted are equivalent.39

A tool that assesses the satisfaction at work 
and that has been translated and adapted into 
another cultural context, must have a similar 
performance to the one of the original version.51

- Independent translators and 
back-translators

- Experts committee
- Pre-test51

Figure 3 – Validity measurement of instruments

on the circumstance, population, type and purpose of 
the study.

Understanding that the measurement instruments are 
part of the clinical practice and research in different 
areas of knowledge, the assessment of its quality is 
essential for the selection of instruments that provide 
valid and reliable measures.  
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