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aBsTRacT

The transformations that medical practice has undergone in recent years – especially with the incor-

poration of new information technologies – point to the need to broaden discussions on the teaching-

-learning process in medical education. The use of new computer technologies in medical education 

has shown many advantages in the process of acquiring skills in problem solving, which encourages 

creativity, critical thinking, curiosity and scientific spirit. In this context, it is important to highlight 

artificial neural networks (ANN) – computer systems with a mathematical structure inspired by the 

human brain – which proved to be useful in the evaluation process and the acquisition of knowledge 

among medical students. The purpose of this communication is to review aspects of the application of 

ANN in medical education.
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ResUMO

As transformações da prática médica nos últimos anos – sobretudo com a incorporação de novas 

tecnologias da informação – apontam a necessidade de ampliar as discussões sobre o processo ensi-

no-aprendizagem na educação médica. A utilização de novas tecnologias computacionais no ensino 

médico tem demonstrado inúmeras vantagens no processo de aquisição de habilidades para a iden-

tificação e a resolução de problemas, o que estimula a criatividade, o senso crítico, a curiosidade e o 

espírito científico. Nesse contexto, ganham destaque as Redes Neurais Artificiais (RNA) – sistemas 

computacionais cuja estrutura matemática é inspirada no funcionamento do cérebro humano –, as 

quais têm sido úteis no processo ensino-aprendizagem e na avaliação de estudantes de Medicina. Com 

base nessas ponderações, o escopo da presente comunicação é revisar aspectos da aplicação das RNA 

na educação médica.
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inTRODUcTiOn

The many faces of medicine—care and prevention, episte-
me/knowledge and techne/art, reason and intuition—have 
been walking hand in hand in the West since their birth in 
Ancient Greece1. Technological advancements in the last 
hundred years have made increasingly necessary to debate 
the relationship between medicine and biotechnoscience2—
highlighting the issues concerning the access to new infor-
mation. Such debates must involve generalists and specia-
lists that will deal (actually in many a circumstance have 
been dealing already) in the near future with numberless 
advancements—until recently unimaginable—including 
new methods of transplant, minimally invasive surgeries, 
nanomedicine, telemedicine and robotic surgery3,4. These 
frontiers certainly appear as possibilities of maximizing 
quality of care to the ill, a dimension pursued by those 
who—with art, zeal, human and social commitment—prac-
tice medicine.

As in any techne/episteme5, the progress and the act of 
finding answers bring in tow a tangle of new questions that 
previously could not even be formulated. It becomes indeed 
crucial to approach medical education within the scope of 
the current biotechnoscientific changes, discussing the con-
cepts that are nowadays relevant, despite the fact that they 
may seem distant to the colleague that practices medicine 
daily.

In this context, Artificial Neural Networks (ANNs)—a 
form of non algorithmic computational models characterized 
by systems that to some degree resemble the structure of the 
human brain6,7—gain relevance due to their potential to me-
dicine. The ANN are parallel distributed systems composed 
of simple processing units—usually called artificial neurons 
in analogy to biological neurons— arranged in one or more 
layers and interlinked by multiple connections8.

Its architecture provides outstanding performance sin-
ce the usual process of problem solving is based on lear-
ning and generalizations, which are provided by adapting 
its parameters to a set of patterns previously presented9. 
The ability to generalize—in other words, to learn through 
a set of examples and give coherent answers to unknown 
data—makes it possible to solve complex computational 
problems.

The excellent performance of ANNs—which for several 
types of problems prove to be far superior to conventional 
computer models—has contributed to the advancement of va-
rious playing fields in the clinical practice10. Examples of signi-
ficant results with the application of ANNs in problems of the 

medical field are: Support in diagnosis, prediction of risk and 
prognosis, interpretation of diagnostic methods, development 
of epidemiologic researches, among others11,12.

Based on these brief considerations, the objective of this 
paper is to present a literature review about the applicability 
of ANNs in medical education.

MeTHODs

The present work was built based on a literature review with 
defined search strategy. The U.S. National Library of Medi-
cine (PubMed) and the Scientific Electronic Library on Line 
(SciELO) were consulted for the period between 1/1/1990 to 
31/12/2013. The terms used were:

Strategy 1: Medical Education + Artificial Neural Networks;
Strategy 2: Artificial Neural Networks;
Strategy 3: Artificial Neural Networks + Medicine.

Besides the articles, reference books, PhD theses, Masters 
dissertations, guidelines and official documents related to the 
theme—more specifically to medical education and the health 
field—were consulted. 

The research allowed to identify 3.578 citations—their dis-
tribution is found on table 1— among which 35 manuscripts 
were selected. 

Quadro 1:  

número de artigos obtidos na pesquisa bibliográfica

search strategy*
consulted Base

PubMed* scieLO Brazil

Strategy 1 – Medical education + 
Artificial Neural Networks 3 0

Strategy 2 – Artificial Neural Networks 3.217 50

Strategy 3 – Artificial Neural Networks 
+ Medicine 308 0

* Upper bound for publication date in the search: 31/12/20013.

The eligibility criterion of choice was the exposition of the 
ANN applicability in medical education.

ResULTs anD DiscUssiOn

After reading and analyzing the chosen texts, the collected 
notes were organized in three sections—medical education 
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and the new technologies; artificial neural networks; artifi-

cial neural networks: Uses in medical education—presented 

hereafter.

MeDicaL eDUcaTiOn anD THe neW 

TecHnOLOGies

Particularly in Brazil, the Constitution13, promulgated in Octo-

ber 5, 1988, shows a markedly progressive dimension concer-

ning health, stated particularly in the article 196 which deter-

mines the State’s role as follows:

Health is a right of all and a duty of the State, guaranteed by 

means of social and economic policies aimed at both reducing 

the risk of illnesses and other grievances and ensuring the 

universal and egalitarian access to actions and services that 

promote, protect and recover it (p. 33).

In this same vanguard movement The Unified Health Sys-

tem (SUS)14 is created, having for foundation the article 198 

that states13:

The public health actions and services integrate a hierarchical 

regionalized network and constitute a single system organi-

zed according to the following guidelines:

I—decentralization, with one only direction in each sphere 

of government;

II—comprehensive health care, with priority given to preven-

tive actions, without prejudice to care services;

III—community engagement (p. 33-34).

In order to establish parameters able to guarantee with 

exactness the training of a professional apt to offer the envisa-

ged quality services, the Resolution CNE/CES No 4, Novem-

ber 7, 2001, that institutes the National Curriculum Guidelines 

for the Undergraduate Course in Medicine15, in its article 3º, 

proposes the profile:

The undergraduate Course in Medicine has as the egress 

graduate/professional profile, the physician, trained as ge-

neralist, humanist, critical and reflexive, able to act guided 

by ethical principles in the health—disease process in its 

different levels of care, with health promotion, prevention, 

recovery and rehabilitation actions, in a comprehensive care 

perspective, with sense of social responsibility and commit-

ment to citizenship, as a promoter of the human being inte-

gral health (p.1).

To achieve these objectives one should have a clear un-

derstanding of the need to broaden the indispensable skills 

for the present reality of the working world, which in a glo-

balized context—of rapidly spread information and increa-

singly complex science—demands different competencies 

from the ones previously considered for practicing the pro-

fession16. This is not exclusively about the abilities for the me-

dical practice, but also, about the capabilities that are relevant 

to all health care professionals, like a new approach to inter-

preting reality, dealing with scientific concepts and benefiting 

from the technological potentialities in a responsible way, vi-

tal conditions to follow the rapid pace of advancements in 

society.

Educating is essentially forming17, 18. Thus, the role both 

of the educator and the Educational Institutions is certainly 

not restricted to offering information and much less reducing 

the educational experience to mere technical training17. It 

falls to the man/woman who teaches/learns another man/

woman the building of a true subject-subject relationship, 

educator/pupil19. It is the praxis that implies action/reflec-

tion from men/women upon the world to transform it. This 

scenario provides room for new teaching-learning methodo-

logies and, equally, new forms to create, teach and practice 

medicine20, 21 22. Indeed, it is imperative to the twenty-first 

century professional to coadunate human and technological 

know-how22,23.

In the last three decades the health care model has su-

ffered several changes, mainly by the incorporation of com-

puter science to medicine, with consequences both to the 

production of knowledge and the medical practice24. The un-

folding of new nuances in understanding the health-disease 

process—the holistic approach to the human being, the en-

vironmental role in determining sickness, the advancements 

in scientific knowledge and the development of increasingly 

complex guidelines and protocols for diagnosis and treat-

ment of diseases—all point to the challenge of creating ways 

to apprehend them25.

The uses of ANNs in medicine gain relevance in such 

context, insofar as their potential for the solution of proble-

ms in various biomedical domains has been investigated26,27. 

This technological resource has reached growing relevance 

and applicability both in teaching and evaluation in medi-

cal school, being used in numberless situations when there 
is a relationship between variables—inputs—and predictive 
results—outputs8. Four basic fields are noteworthy: Modula-
tion (simulation of brain function and neurosensory organs); 
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processing bioelectric signals (filtering and evaluation); diag-
nosis (control and checking of answers and interpretation of 
results); prognostics (retrospective analysis of stored infor-
mation)11,28.

aRTificiaL neURaL neTWORKs

ANNs are computational systems with a mathematical-logic 
structure inspired in human neurophysiology6. Data proces-
sing starts with a learning phase in which a set of data—of 
already known answers—is presented, altering the forces 
of connection in the network in such a way that the ANN 
answers are as similar as possible to the answers observed in 
the training data. It is expected that subsequently the ANN ac-
quires the ability to generalize, that is, the capability to furnish 
answers to previously unknown data8.

The study of ANNs is an attempt to imitate biological 
neural systems, with the objective of building powerful au-
tomated learning techniques29,32. In a way similar to the H. 
sapiens sapiens brain, an ANN is composed of a set of nodes 
interconnected by routed links. The first method proposed 
for an ANN was called perceptron33. In this model of fairly 
simple architecture, only two types of nodes are present: 
Input nodes and one output node. Nodes of the first type 
represent the attributes of training examples—as well as 
the instances that will be submitted for classification by the 
network. The output node represents the classification of 
the instance in question. Besides, each input node is con-
nected to the output node by a weighted link. The weights 
represent the strength of the synaptic connections between 
neurons. Note that the human teaching-learning process 
also consists of altering the strength of such connections, 
based on a repeatedly produced stimulus. In the perceptron, 
the output node computes the weighted sum of inputs, in-
cluding a term of influence, or bias, that serves to produce 
some value in the case all weights are null. Thus, a linear 
combination of input values is conducted. Subsequently, 
the output node makes use of a simple activation function, 
verifying the sign of the value to produce the final output. 
If the value is negative, then the output is -1, otherwise the 
output is +1. These values indicate the class of the instance 
being analyzed. Therefore, the perceptron learning process is 
the adaptation of weight values until an acceptable relation 
between input and output is obtained, according to what 
is observed in the instances of training33. Once trained, it 
is expected the ANN to be able to generalize the knowled-
ge about the elements in question, so as to classify—cor-
rectly—future examples for which the classification is still 
unknown.

Figure 1:  

The output node computes the sum p0 + p1a1 + p2a2 + … + 
pkak and check whether the result is negative or positive. 

Next, this node uses its simple activation function to 
output -1 our +1, respectively. The training process is the 

adjustment of the connection weights so that the output is 
according to what is expected regarding the training 

examples.

In order to allow modeling more complex relationships 
between input and output values—so as to, for instance, 
permit non linear decision boundaries or more than one 
decision boundary—there was a significant evolution from 
the perceptron to a more complete network architecture, the 
multilayer artificial neural network. In this model, an ANN 
can contain several intermediate layers, the hidden layers. 
Furthermore, it can use more complex activation functions, 
such as hyperbolic tangent functions and sigmoid func-
tions32. It is also possible to include more than one output 
node. All these features combined provide more powerful 
and flexible ANNs.

Another element that lends power to artificial neural 
networks is the possibility of more elaborate trainings such 
as the application of the back-propagation method in which 
the deviation between observed and expected outputs is used 
in a sophisticated formula of weight correction where alte-
rations are applied in reverse direction, i.e., weights at layer 
d+1 are modified before weights at layer d32. Figure 2 shows 
an ANN with only one hidden layer, for the sake of image 
simplification.
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Figure 2:  

An example showing an artificial neural network containing 
a hidden layer. There can be as many hidden layers as 

needed and more than one output.

Another interesting characteristic of ANNs is the possi-
bility to provide probability values as output, instead of just 
class values like positive and negative or yes and no30, 31, 32. 
For example, to perform the training of an ANN that will in-
dicate—given someone’s attributes such as weight, height, 
age, and the practice of physical activity—whether the risk of 
cardiac problems exists or not for a certain individual, such 
occurrences in previous patients must be provided to the 
ANN. However, it is very common in such scenarios to find 
individuals with exactly the same characteristics but diffe-
rent results, namely, despite both showing the same attribu-
te values, one presents heart problems, while the other does 
not. In such cases, it makes much more sense to present the 
tendency of occurrence of an event than inform that it dou-
btlessly will occur. The idea is that although there are many 
individuals with identical characteristics but distinct results, 
the network will detect which of those possessing such attri-
bute values will be more or less likely to present certain clinic 
outcome—such as a morbid cardiovascular event—based, for 
instance, in the frequency of a certain result in these indi-
viduals. To provide probability as output, it is common to 
use sigmoid functions, since they perform a mapping betwe-
en output values and the corresponding values in the range 
[0, 1] that can be interpreted as probabilities30,31,32. Figure 3 
exhibits a sigmoid function. One can notice in the figure that 
negative values are mapped to probabilities smaller than 0.5, 
while positive values correspond to probabilities superior 

or equal to 0.5. This happens because classifiers that exhibit 
probability normally conduct the training in such a way that 
the value 0.5 is used to decide to which class an instance be-
longs. However, although the values 0.6 and 0.9, for example, 
indicate the same class, the second value provides a greater 
degree of confidence.

Figure 3:  

Sigmoid function. It is frequently used to map values 
computed by an artificial neural network to values in the 

range [0,1] that can be interpreted as probabilities.

Another advantage in the use of probability, concerning 
the ANNs, regards the perspective for the user of analyzing 
various cutoff values—not only the value 0.5—being able to 
verify the rates of misclassification that the model presents 
with respect to the training data in question. Thereat, it is 
possible to study the cost/benefit of using, for example, a hi-
gher cutoff value, thus losing some instances but, on the other 
hand, reaching a higher percentage of precision in the detec-
ted instances30, 31, 32.

aRTificiaL neURaL neTWORKs: Uses in MeDicaL 
eDUcaTiOn

Numerous studies have demonstrated the role of ANNs in 
medicine, from the student’s education to the physician’s 
practice (Table 2).

The use of new computer technologies in medical educa-
tion has brought countless advantages to the process of acqui-
ring skills34. In this perspective, the ANNs have been increasin-
gly used in medical teaching, since they are a computer mo-
del extremely useful for solving complex clinical problems35. 
Moreover, positive effects in the students’ teaching-learning 
process have been described, with higher capacity of informa-
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Table 2.  

summary of the Main selected articles.

authors Year
contributions of the artificial neural networks to 

Medical Teaching
Other contributions of the artificial neural networks to 

Medical Practice

Bergeron 
et al.

1990
Building knowledge: ANNs were used to build 
educational multimedia programs, offering a better 
understanding of concepts in the courses offered. 

Stevens and 
Lopo 1994

evaluation Process: Simulations—based on immunology 
and infectology—were used to train ANNs to help 
identifying specific deficiencies in the teaching-learning 
process, mainly difficulties in differential diagnosis.

Stevens et al. 1996

evaluation Process: The use of ANNs trained to 
evaluate the solution of complex problems—in the field 
of infectious diseases—allowed to study the learning 
dynamics of a group of medicine undergraduates.

Stevens and 
Najafi 2003

Building knowledge: Computational simulations were 
able to provide a better handling of immunology concepts.
evaluation Process: The ANNs were trained to judge a 
problem solution, helping to assess student performance.

Olsson et al. 2006

Diagnostic Methods: The interpretation of changes in the ST 
segment of the electrocardiogram, with the use of ANNs, showed 
95% of sensibility and 88% of specificity, what may contribute to 
a better diagnosis and treatment of patients with acute coronary 
syndrome.

van 
Heerderen 
 Et al. 

2008

evaluation Process: The ANNs were used to
 identify predictors of academic success among
 students of medicine through 99 input variables. This 
computer technique allowed the student’s performance 
to be predicted with 100% accuracy.

Oda et al. 2009
Diagnostic Methods: ANNs showed useful in detecting 
pulmonary nodes in chest X-rays
when compared to the isolated analysis of a radiologist.

Adjouadi 
et al.

2010 Diagnostic Models: Computational strategy based on ANN 
diagnosed acute lymphocytic leukemia with 99.67% of sensitivity.

Mazurovsky 
et al.

2010

Building knowledge: A computer model—with the 
function of relating the image characteristics with the 
probability of error of breast cancer diagnosis made 
by a student in radiology through the analysis of a 
mammogram—has shown the ability to accurately predict 
the degree of difficulty in each case.

Diagnostic Models: The study results demonstrate the possibility 
of developing computer support systems to improve the 
accuracy in the diagnostic of mammary neoplasia detectable by 
mammograms.

Dey et al.
 (a) 2011

Diagnostic Models: Cases of lobular carcinoma, benign 
neoplasms and ductal breast carcinoma were detected by fine 
needle aspiration biopsy and computation of data obtained on 
cytology, with the use of ANNs. 

Dey et al.
 (b) 2011 estimation of Prognostic: ANN models were successfully used 

to predict the prognostic of chronic myeloid leukemia.

Barward 
et al.

2012
Diagnostic models: After adequate training, computer models 
based on ANNs were able to correctly diagnose cases of pleural 
effusion of malignant origin.

Yuan et al. 2012

estimation of Prognostics: Applicability of the ANNs in 
predicting the answer of patients with colorectal metastatic 
cancer to chemotherapy—with sensitivity and specificity of 93% 
for both, considering the use of seven biomarkers. 

Geimer 2013
Diagnostic Methods: The use of algorithms based on ANNs 
showed more sensibility in the diagnosis of glaucoma, compared 
to ophthalmologists non specialized on the disease.

ANNs: artificial neural networks
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tion storage, systematic data analysis and the development of 
new approaches to solve each problem presented35,36. There-
at, medical education can be favored with a greater variety of 
knowledge and ways of learning, meeting the needs that the 
present imposes: A myriad of abilities the medical professio-
nal requires to act15, 37.

ANNs have also been used in the students’ evaluation 
process, when they’re exposed to the simulation of a clinical 
case38. Another study suggested the opportunity of studying 
the dynamics of the learning process in clinical and laborato-
rial diagnosis, both individually and collectively36,38,39. 

Computer programs were developed using the logic of 
ANNs and have demonstrated the capacity to build several 
skills—like the proficiency in the solution of clinical proble-
ms—associated with the conveniences of both being portable, 
offering interactivity and improving learning with simulations 
and graphic resources40, 41. These programs offer an alternative 
to lab classes once they allow to simulate situations with varia-
bles of difficult handling or that cannot be altered jointly with 
others40. It should be noted also that the computer models that 
simulate neural functioning are gaining increased application 
in medicine, enhancing scientific research—helping to broad 
knowledge about countless morbid conditions—and furthe-
ring the development of new diagnostic methods as well as 
new approaches to prognostics41,51. Researches aimed at situ-
ations with bioethics implications52—including the process of 
decision making53,54—have also been conducted.

Such observations point to the necessity of changing me-
dical curriculum and training students in these new technolo-
gies24. In fact, incorporating ANNs to medical education will 
only make sense and demonstrate applicability along with pe-
dagogical change in educational institutions and a reflection 
on the act of teaching55.

finaL cOnsiDeRaTiOns

The ANN technique represents a multidisciplinary coopera-
tion—involving the fields of neuroscience, mathematics, com-
puter science, and statistics— being applied to various proble-
ms in different areas, including medicine. Its ability in recogni-
zing patterns is widely applied in image recognition, spectral 
analysis, decision making in complex problems—linear and 
non linear—among other subjects.

Research targeting ANNs has enabled the development 
of high-performance computing—with networked proces-
sors assuming the role of neurons—with emphasis on its high 
processing capacity. Furthermore, the advancements in the 
cognitive computational area contribute to the building of “in-
telligent” machines, skilled in control and signal processing. It 

should not be expected a single machine to solve all problems. 
But each intelligent machine can acquire a specific applica-
tion— notably, in this context, the application of ANNs in the 
field of medicine and the medicine teaching.
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