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Impact evaluation of the geometry on measurements of solid 
radioactive waste exposure rates in nuclear medicine
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Abstract Introduction: The objective of this paper is to verify the infl uence of the source geometry on Geiger Müller 
(GM) exposure rate data. This paper presents a validation of an application based on Monte Carlo (MC) data 
simulated using Geant4, based on a comparison of the exposure rates calculated via MC and Deterministic 
Calculations (DC) to experimental (measured) exposure rates. Methods: Experimental data that were collected 
through measurements of standard sources were used for MC and DC validation. In addition, the best method 
of analyzing the impact of the real source geometry on calculations of a descarpack box of radioactive waste 
was verifi ed. Furthermore, were estimated the exposure rates from a homogeneous solid waste box (used at 
clinical sites) and from a point source. These results were compared to confi rm possible discrepancies related 
to source geometry in exposure rates collected using a GM detector. Results: The investigated estimation 
methods were statistically compared; the MC presented higher agreement with the experimental data than did 
the deterministic calculations. The impact of considering a point source instead of the real geometry (descarpack 
box) was an underestimation of between 20% and 70%, depending on the source – detector distance and the 
isotope evaluated. Conclusion: The DC always presented a higher difference with respect to the experimental 
data than did the MC calculation. The use of realistic geometry proved to exert a signifi cant impact on the 
exposure rate data for solid radioactive waste compared with the exposure rate induced by a point source; the 
exposure rate estimation obtained using the real geometry was always at least 16% higher than the estimation 
obtained for a point source, and some differences greater than 50% were found.
Keywords Radioactive solid waste, Nuclear medicine, Exposure rate, Monte Carlo simulations.

Introduction
Radioactive waste management procedures have been 
established in a cooperative manner since 1957 by the 
International Atomic Energy Agency (IAEA). Several 
recommendations and guidelines have been published 
to protect individuals and the environment from 
radioactive emitters produced from a variety of sources, 
including medical applications (International…, 
2005, 2006). The management of radioactive waste is 
achieved through several essential steps: pre-treatment, 
treatment, conditioning and disposal. Some elements 
of these management procedures include multiple 
steps of conditioning, labeling and transportation to a 
Radioactive Waste Management and Disposal Center 
(International…, 2006). Furthermore, it is important 
to maintain traceability through registration of the 
waste packages, including records of the exposure 
rate and dose rate at the surface of the package, the 
measurement date, and the estimated date of disposal 
(Comissão…, 1985; International…, 2006). In Brazil, 
the National Commission of Nuclear Energy (CNEN), 
which is comparable to similar administrative bodies 
in Portugal, Germany, Italy and other countries of 
the European Union, places limits on the disposal 
of radioactive waste in the solid state in accordance 

with Brazilian law CNEN – NE – 6.05 (Comissão…, 
1985). The limit for radioactive waste with low 
exposure rate levels, such as those characteristic of 
Nuclear Medicine (NM) applications, is up to 0.2 R/h 
for measured surface exposure rates (Comissão…, 
1985; Rao, 2001), and an estimated activity of 2 µCi/
kg must be achieved before disposal (Comissão…, 
1985; European…, 1999). To manage the procedures 
for solid radioactive waste storage and disposal, it 
is important to estimate the activity of each waste 
package based on exposure rate measurements using 
a specifi c radiation detector.

The estimations of solid waste package activity 
are typically performed using a Geiger Müller (GM) 
detector with an area probe. The activity estimation 
that is performed at NM centers is typically based on 
a theoretical formula that is based on the relationship 
between the exposure rate (measured using the GM 
detector) and the activity. This formula considers a 
point-source exposure rate in units of R/h for 1 Ci 
of activity at 1 meter of distance, which is expressed 
as Γ, an exposure rate constant in units of Rm2/h.Ci 
(Stabin, 2007).
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In Brazil, this measurement is performed at 
distances of 10 cm and/or 100 cm between the waste 
package surface and the surface of the detector.

The primary objective of this paper is to investigate 
the influence of the source geometry on Geiger Müller 
(GM) exposure rate data. Any effect on the estimated 
activity will, in turn, affect solid radioactive waste 
management procedures. This paper presents a 
validation of a Monte Carlo (MC) application tool 
for dosimetric analysis in NM. As an example of its 
application, the impact of the geometrical point-source 
approximation on the estimated exposure rate produced 
by a source of 30.5 × 31.5 × 25.0 cm3 is considered.

This analysis can be performed by applying 
various numerical and analytical methods that produce 
approximate mathematical solutions, but such methods 
do not always yield sufficiently accurate estimates of 
exposure/dose rates.

Methods
The exposure rates produced by solid radioactive 
waste package sources that are commonly used at NM 
centers were evaluated using a three-step methodology: 
(i) experimental measurements of the activities of 
various standard calibration sources, (ii) validation 
of deterministic and MC calculation methods, and 
(iii) exposure rate comparison between estimations 
considering a point source and a non-point source.

Experimental data collection
The GM detector that was used for data collection 
was a Victoreen model ASM990S manufactured by 
Fluke, with a model 491-40 area probe, which was 
well calibrated (Elimpex, 2012) for exposure rate 
measurements of standard sources. Barium-133 (133Ba), 
cobalt-57 (57Co) and cesium-137 (137Cs) standard 
sources from Eckert & Ziegler Isotope Products 
(Eckert…, 2012) are typically used for dose calibration 
quality control in NM. The experimental data were 
collected at a NM center in a low-background (BG) 
room, and the known background was subtracted from 
all measurements. The geometry for the experimental 
data collection is illustrated in Figure 1.

The data collection was performed with the center 
of the face of the GM detector centered on the base of 
the standard source, with a detector – source distance 

of 30 cm. Thirty measurements were performed 
for each standard source, constituting 30 seconds 
of accumulated exposure (X) (Schwarcke et al., 
2009). The exposure rate (Ẋ) was calculated based 
on Equation 1, presented below.

XX
t

= 	 (1)

The type A error (s) for the experimental data was 
considered (Equation 2), which represents the standard 
deviation (SD) around the mean of the collected 
data and is dependent on the sample size (N). The 
type B error (m) (Equation 3) was also considered, 
which represents the errors originating from the 
experimental system (both measurement equipment 
and methodology). The expanded error reported in the 
GM calibration certification was 14%, and the error 
associated with the methodological measurement 
approach was estimated to be 3% (thus, for this 
research, m = 17%). Furthermore, the combined 
errors (CE) of both the A and B types (Equation 3) 
were used (Reichenbächer and Einax, 2011). 

SDs
N

= 	 (2)

2 2CE s m= + 	 (3)

Descriptive statistics were calculated for the 
collected data to evaluate the appropriate statistical 
tests to be applied to the experimental data distributions 
used in this research. The following parameters were 
calculated: the mean value; the median; the mode; 
the standard deviation; the sample variance; the 
kurtosis; the confidence interval for the mean at a 
level of 95% or 99%, depending on the statistical test 
used; and asymmetry indices (including Pearson’s). 
The asymmetry index (IAs), Pearson’s asymmetry 
index (AIPearson) and the kurtosis (C), were calculated 
based on Equations 4 - 7. Pearson’s asymmetry index 
depends on the mean value (X), the mode (MO), 
the standard deviation (SD) and the variance (σ), 
as described in Equations 4 and 5. The asymmetry 
indexes and C were calculated by considering the 
relationship between the average of the measurements 
(X) and each of the measured values Xi as well as 
the total number of measurements (N). Equations 6 
and 7 were used. 

  Pearson DP
X MOIA

SD=
− 	 (4)

  Pearson
X MOIA σ=
−
σ

	 (5)

Figure 1. Photograph of the geometry used for the collection of the 
experimental data using a Geiger Müller detector and a standard source 
to validate simulations of exposure rate measurements.

Rev. Bras. Eng. Bioméd., v. 30, n. 4, p. 330-340, dez. 2014
Braz. J. Biom. Eng., 30(4), 330-340, Dec. 2014 331



Brambilla CR, Hoff G

( )

( )

3
1

s 3/22
1

1   
 

1   

N
i i

N
i i

X X
NIA

X X
N

−

=

−

−∑

 −∑  

	 (6)

( )

( )

4
1

22
1

1   
 

1   

N
i i

N
i i

X X
NC

X X
N

−

−

−∑
=
 −∑  

	 (7)

All Pearson asymmetry indices were calculated 
and they indicated slight negativity values, however 
the Pearson SD is more suitable for the evaluation 
of sample groups we decided to show this value for 
the evaluation.

The experimental data distributions were analyzed 
using the Anderson - Darling, Cramér - von Mises, 
Kolmogorov - Smirnov, and Shapiro - Francia 
normality tests for a significance level of 0.01. All 
normality tests and descriptive analyses, with the 
exception of the kurtosis and asymmetry tests, were 
performed using the statistical tools available in the 
spreadsheet program Gnumeric (https://projects.
gnome.org/gnumeric/).

The evaluation of proximity/equivalence between 
each studied model and the collected experimental data 
was accomplished through the use of Student’s t-test, 
statistical parametric tests, and the non-parametric tests 
Pearson chi-squared, chi-squared and Wald-Wolfowitz 
runs; all were evaluated for a significance level of 0.05. 
In this study, each value determined by each model 
was compared to the experimental data. Parametric 
tests were used to evaluate the differences in pairs of 
means between groups (Student’s t-test). Pearson’s chi-
squared test assesses the proximity between measured 
data and the expected value; the chi-squared statistic 
assesses the equivalence between the measured data 
and the expected value by considering the error or 
variation associated with each value, including the 
expected error or variation (if possible). To assess 
the impact of the distribution of the data around the 
mean and the errors associated with experimental 
measurement, the chi-squared values were calculated 
considering several different variations. In the data 
analysis, both one SD and the combined error (CE) of 
the experimental measurements were considered. The 
statistical fluctuations in the MC calculations were 
considered, whereas for the deterministic model (D), 
no fluctuations or variations were considered. This 
difference between D and MC was not significant in 
this analysis because the contributions of SD and CE 
from the experimental data accounted for over 98% 
of the error associated with each measurement in all 
cases. Although the chi-squared test can assess the 

proximity/relationship between curves and trends, 
this test is not sensitive to systematic variations in the 
data. To evaluate the distribution of the experimental 
data around the expected value for each model, the 
Wald - Wolfowitz test for randomness was also 
performed. This analysis allowed for the evaluation 
of the proximity of the data to the value predicted 
by each model while accounting for their distribution 
around that value.

Validation of deterministic and Monte Carlo 
methods
The validation was performed by comparing the 
experimental data with the results of the deterministic 
calculation method and the data simulated using the 
Geant4 MC tool (Agostinelli et al., 2003; Allison et al., 
2006). The authors chose to use the Geant4 toolkit 
because it is widely used for various applications 
(Pia et al., 2012) and it has been validated for the 
transport of photons and electrons in the energy range 
relevant to this work (Batic, 2012, 2013; Lechner, 
2009); this validation indicates that version 9.1.p03 
is most accurate for the description of the transport 
process of interest in this study.

The detector characteristics for the modeling of 
the detector were obtained from the manual (Elimpex, 
2012). The simplified simulated GM detector model 
consisted of a cylinder with external dimensions of 
1.35 cm in radius and 2.01 cm in length. The cover 
consisted of stainless steel with a thickness of 0.05 cm, 
according to Karaiskos et al. (1998). The internal 
active volume of 10.141 cm3 was also simulated as 
a cylinder, with a radius of 1.30 cm and a height of 
1.91 cm, consisting of pure neon (Ne) with a density 
of 8.385×10–1 g/m3 under a pressure of 1.021 atm. The 
standard sources (133Ba, 57Co and 137Cs) were simulated 
with a cylindrical active volume of 20.5 cm3, with a 
radius of 1.45 cm and a height of 3.1 cm. The self-
absorption of the active epoxy matrix was modeled 
using an attenuation coefficient equivalent to that 
of water. Figure 2 presents the energy spectra of the 
standard sources and isotopes used in the routine 
clinical DC and MC estimations. These spectra were 
generated based on the NuDat2 database, which is 
available online from Brookhaven National Laboratory 
(Sonzogni, 2011). The spectra of the standard sources 
were used to validate the simulation data and the 
modeling of the GM (Bhat, 1998; Browne and Tuli, 
2007; Khazov et al., 2011).

In the deterministic method, the energy deposited 
in the sensitive volume of the detector is calculated 
first. Afterward, the total number of photons emitted 
by the source is defined based on the nominal activity 
of the source and corrected based on the date of the 
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experimental measurement. The cross sections used 
to calculate photon attenuation in air were generated 
by the XCOM tool, based on the Photon Cross 
Sections Database published by the National Institute 
of Standards and Technology (NIST) (Berger et al., 
2010). Equation 8 was used to calculate the number 
of photons arriving at the surface of the detector with 
the energy of interest (i.e., within a particular energy 
range), and the number of photons that reached the 
surface of the detector (I) after air attenuation (over 
the source - detector distance) was calculated based on 
the total number of photons emitted by the source (I0) 
using the activity calculated from the nominal activity 
for the date of data collection, the mass attenuation 
coefficient (μ/ρ) in air in units of cm2/g, the density (ρ) 
of air in units of g/cm3, the temperature and pressure 
conditions reported by NIST (Berger et al., 2010), 
and the distance (x) between the center of the source 
and the surface of the detector, which was predefined 
to be 30 cm. The GM detector was used with the 
particle shield locked; therefore, particles were not 
considered in any phase of the study.

0

x
I I e

 µ
− ρ ρ = 	 (8)

In the DC method, the absorption of the wall of 
the GM detector was not considered, meaning that 
the radiation emitted by the source was considered 
to interact only with the air between the source and 
the detector and with the detector gas. However, 
the geometric correction factor accounted for the 
self-absorption of the source based on a model of 
a cylindrical source of radius r, using the relation 
presented in Equation 9 (Stabin, 2007), which gives the 
exposure rate in units of C/(kg per hour) at point h (m) 
from a source with an activity concentration (MBq/m3) 
described by Cv. This expression also contains the 
exposure rate constant Γ [(C/kg).m2/MBq.h], the 

source t (m) and its absorption coefficient μ (m-1), 
as follows:

( )
2 2

21 lntvC r hX = e
h

−µ  +
π −   µ  

 Γ 	 (9)

The quantity µ/ρ can be used to calculate the 
energy and the energy (Eab) absorbed by the neon 
gas of the GM detector in units of keV based on 
the mass absorption attenuation coefficient (µ/ρ)ab, 
which depends on the energy (hν) of the source, and 
the mass attenuation coefficient (µ/ρ) of the neon 
gas (density 8.39 × 10–1 g/cm3), using Equation 10 
(Almeida et al., 2009).

( )/
/

ab
abE h

µ ρ
= ν

µ ρ
	 (10)

The mass attenuation coefficient for absorption 
was determined based on data released by the National 
Institute of Standards and Technology (Berger et al., 
2010).

Finally, the exposure rate in units of mR/hr was 
determined based on the total energy absorbed in the 
detector, using the detector characteristics published 
by Weiss and Bernstein (1956), such as an active 
volume of 10.141 cm3 of gas and a Wepair value of 
neon (Ne) of 35.3 eV/pair.

The MC method was implemented based on the 
Geant4 toolkit, version 9.1.p03. The cross section 
library standard was used to model radiation transport 
in the simulated medium. The cutoff value chosen for 
the production of secondary particles was 0.01 mm for 
electrons and photons. The interval that was assigned 
to low power in the Geant4 code corresponded to 
energies between 990 eV and 100 GeV. The simulation 
considered the spectrum description, the compositions 
of the detector and source materials, and the distances 
and geometry described above.

Figure 2. Plots of the energy spectrum data from the standard sources (a) and the clinical sources (b) used in this work. (a) presents the 
photon emission probabilities vs. energy for 133Ba (dot line), 57Co (continuous line) and 137Cs (segmented line), and (b) presents the photon 
emission probabilities vs. energy for 67Ga (dot line), 131I (continuous line) and 99mTc (segmented line).
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The quenching gas of the GM detector was not 
considered in the simulation because the purpose of 
this gas is to control cascade ionization detection and 
enable a decrease in the dead time of the detector. 
This extends the useful gas volume of the detector 
because the neutralizing effect of the quenching gas 
prevents constant ionization cascades in the detector 
(Knoll, 2010). Therefore, this factor does not directly 
affect the response of the dose absorbed in the detector 
generated through the ionization of the neon gas, 
which was the main gas used in this analysis.

The energy absorbed in the sensitive volume of 
the detector was simulated and then converted into 
an exposure rate.

The simulation results were normalized to the 
number of photons emitted from the source to represent 
the probability of photon energy absorption, which 
is specific to the studied geometry.

Simulation of real geometries for 
comparison to the exposure rate estimation 
for a point-source geometry
Using the GM detector modeling validated and 
described above, two distinct geometries were 
simulated: 1) a point-source geometry and 2) a 
box-source geometry (Descarpack, 2012). These 
two geometries were developed with the intent of 
assessing the impact of the geometry on the estimated 
exposure induced by a waste package of the type 
used in radioactive waste management, in a manner 
relevant to the geometries that are used in clinical 
practice at many nuclear medicine centers in Brazil. 
The sources implemented in the simulations had the 
same emission spectra as those presented in Figure 2.

The point source implemented in the Geant4 
simulation tool was defined to produce isotropic 
emission and was positioned in the center of the 
simulated space (0, 0, 0). Several different cases were 
simulated for the point geometry, always with the 
point source centered within the descarpack volume 
(representing the emission source): (1) a distance 
of 10 cm between the surface of the detector and 
the center of the source; (2) a distance of 100 cm 
between the surface of the detector and the center 
of the source; and (3) a distance of 100 cm between 
the surface of the detector and the center of the 
source when measured parallel to the center axis, to 
represent the same distance as that in the case of the 
box-source geometry.

The descarpack box (descarpack, 2012) was 
simulated with dimensions of 30.5 × 31.5 × 25.0 cm3 
and centered on the center of the simulated space. 
The photon emission was isotropically modeled. 
The simulated cases corresponding to the descarpack 

box were all performed with the simulated box in the 
same position and with the activity of each isotope 
(radioisotope mixing was not considered) distributed 
homogeneously throughout the descarpack volume. 
To facilitate comparison, the same initial activity was 
simulated for both the point source and the source 
distributed throughout the descarpack volume.

The evaluation of the geometric effect was 
performed by normalizing the total absorbed energy 
with respect to the total number of photons emitted 
by the simulated source, both for the simulated energy 
absorbed from the descarpack source and for the 
simulated energy absorbed from the point source; 
therefore, any variation related to the detection 
characteristics and methodology was negligible in 
this analysis. For the simulations (with distances of 
100 cm between the detector surface and the center 
of the descarpack box), 7 × 109 iterations were run, 
and the statistical fluctuations represented a maximum 
level of 3%. The simulations were performed with the 
sensitive volumes centered on all box surfaces, and 
the same detection scenarios as those for the point 
source were used.

The relative impact of the geometry (IG), 
specifically the source geometry, as defined in 
Equation 11, represents the relationship between the 
probability of energy deposition in the detector by a 
photon emitted from the descarpack source, Prob_Eab 
[descarpack], and the probability of energy deposition 
in the detector by a photon emitted from the point 
source, Prob_Eab [point], as described previously.

[ ]
[ ]

_
_
ab

G
ab

Prob E descarpack
I

Prob E point
= 	 (11)

This study considered a homogeneous source 
distribution in the descarpack box and did not analyze 
the case of mixed radioisotopes. This preliminary study 
focused only on the simplest possible geometry and 
a single type of radioisotope in each waste package 
(the simplest practical case).

Results

Validation of Monte Carlo and deterministic 
calculations on experimental data
Figure 3 presents the results of comparing the average 
exposure rates from the experimental data, the DC 
and the MC simulations for several standard reference 
sources.

When the averages, variations and errors were 
evaluated, it was observed that the results of the 
simulations using the Geant4 package exhibited 
greater agreement with the experimental data than 

Rev. Bras. Eng. Bioméd., v. 30, n. 4, p. 330-340, dez. 2014
Braz. J. Biom. Eng., 30(4), 330-340, Dec. 2014334



Impact of geometry on waste exposure measurements

Figure 3. Data validation based on the distributions of exposure rate data collected using standard sources and a Geiger Müller tube area 
probe that is commonly used in the practice of nuclear medicine, representing 137Cs (a), 57Co (b) and 133Ba (c).
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did the deterministic calculation for evaluating the 
averages. In comparison with the experimental data, 
the deterministic calculations exhibited greater 
discrepancy than did the simulated data. The results 
presented in Table 1 summarize the mean values 
of the experimentally measured exposure rates and 
their corresponding percentage standard deviations 
as well as the exposure rates estimated using each 
method and the corresponding percentage errors 
with respect to the experimental data (regarded as 
the “gold standard”).

The results presented in Table 1 reveal the 
similarity of the exposure rate data for the 137Cs source 
obtained using both analysis methods (deterministic 
and simulated). This similarity arose because this 
type of source is typically used for the calibration 
of GM detectors and also features a range of nearly 
monoenergetic signals. It is known that GM detectors 
are strongly energy dependent; however, they are not 
sufficiently sensitive that different correction factors 
can be determined and applied in different energy 
bands of the spectrum. Because of this characteristic, 
it is known that the exposure rates measured for 
polyenergetic spectra are less accurate than those 
for monoenergetic spectra relative to the expected 
exposure rate in the sensitive volume of the detector 
(the volume containing neon gas). For the other sources, 
57Co and 133Ba, the MC simulations demonstrated 
better performance than the DC. The larger error 
associated with the deterministic method reflects the 
limitations of its estimation of the exposure rates in 
the neon gas, demonstrating the superiority of the 
MC method for situations in which complex event 
modeling of the interaction of radiation with matter 
is required, when the studied phenomenon involved 
polyenergetic signals. Additionally, it is shown in 
Figure 4 that the deviations of the MC simulation are 
negligible compared with the average values of the 
distributions and are always more similar to those of 
the experimental data (which exhibit larger deviations) 
than are the deterministically calculated deviations. 
Note that the variations produced by the MC method 
represent the modeling of intrinsic variations and 

do not account for possible deviations in the input 
variables of the simulation (material compositions, 
cross sections, etc.)

Table 2 below presents the results of the descriptive 
analysis of the collected data as well as the statistical 
comparison of the measured data to the simulated and 
deterministic data, as described in the Methods section.

The results presented in Table 2 are characterized 
in terms of the type of analysis used based on the 
behavior of the sampling distributions for the sources: 
137Cs, 57Co and 133Ba. The most sensitive test that was 
employed for the analysis of normality in this study, 
although others were also applied and their results are 
presented, was the Anderson - Darling test, whose P 
value for all groups (with respect to the sources used 
in the experimental portion of the research) exhibited 
normal behavior with P > 0.05. Based on this finding, 
it was possible to compare the means of the groups, 
either determined from the distributions produced 
through MC simulations or deterministically calculated, 
with the group of experimental data for each of the 
standard sources used in this study using Student’s 
t-test. However, in the evaluation of the results of 
this test, it was found that for all estimated data sets 
in relation to the reference data (experimental data), 
all values of T were higher than the critical t. These 
results indicated that the groups of evaluated data were 
not statistically equivalent or similar to the data of 
the experimental distributions. Moreover, for all cases 
studied, the T values for the MC results were smaller 
than those for the deterministic results, implying 
less discrepancy with respect to the experimental 
data. In this case, the t-test did not provide sufficient 
evidence for definitive conclusions to be drawn from 
these distributions. Thus, an additional analysis using 
non-parametric tests was performed.

The Pearson chi-squared test was more sensitive 
than the t-test and was therefore discarded from this 
analysis. The chi-squared tests presented in Table 2 
were performed using critical values of χ2 = 49.6 and 
α = 0.01, both for the analysis based on the combined 
error and for the analysis based on 1 standard deviation.

Table 1. Average exposure rates from the measured data and the corresponding percent standard deviations (Measured (mR/h)), the exact 
exposure rates determined through deterministic calculation and the corresponding percent deviations from the experimental averages 
(Deterministic (mR/h)), and the average values calculated via Monte Carlo and the corresponding percent deviations from the experimental 
averages (Simulated (mR/h)) for Geiger Müller validation.

Sources Measured (mR/h) Deterministic (mR/h) Simulated (mR/h)
137Cs 0.46±1.80%a 0.42 (9.87% b) 0.44 (4.00% b)
57Co 0.41±2.32% a 0.32 (22.84% b) 0.45 (-10.61% b)
133Ba 0.26±2.39% a 0.30 (–19.36% b) 0.24 (6.36% b)

aThe values following ± in the measured data represent the % standard deviations for measured data groups; bThe values between parentheses are 
the % errors compared with the measured data.
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All values of χ2 for the combined error analysis 
were lower than the critical value of χ2. These results 
indicated that for the MC distributions, all simulations 
of the standard sources exhibited a strong relation to the 
experimentally measured distributions of these sources 

(“gold standard” comparison validation). From analysis 
of the test data values for the deterministic method, it 
was evident that for the 57Co and 133Ba sources, the χ2 

values were above the critical value, indicating that 
the deterministic calculation was not an appropriately 

Table 2. Statistical data validation analysis.
137Cs 57Co 133Ba

Average 0.4642 0.4104 0.2580
Median 0.4686 0.4158 0.2604
Mode 0.4752 0.4188 0.2604
Standard Deviation 0.0395 0.0438 0.0339
Variance of the Sample 0.0016 0.0019 0.0012
99% CI to average 0.4443 0.3883 0.2410
Anderson - Darling – p value 0.779 0.858 0.073
Cramér - von Mises – p value 0.742 0.882 0.129
Kolmogorov - Smirnov – p value 0.445 0.929 0.242
Shapiro - Francia – p value 0.591 0.871 0.098
Pearson Asymmetry Index (AIPearson_SD) –0.280 –0.191 –0.070
Skewness Asymmetry Index (AIS) –0.376 –0.183 –0.166
Kurtosis 2.936 2.616 1.723

Exp-MC Exp-D Exp-MC Exp-D Exp-MC Exp-D
Student’s t-Test – Ta value 3.350 6.123 4.949 11.297 2.912 6.773
Student’s t-Test – p value 0.002 <0.001 <0.001 <0.001 0.007 <0.001
Student’s t-Test – difference between averages 0.024 0.044 0.039 0.090 0.018 0.042
Chi-Squaredb (CE) 9.401 14.730 27.250 53.470 19.130 58.850
Chi-Squaredb (1 SD) 40.190 65.500 53.450 166.600 19.130 73.490
Wald - Wolfowitz (Z) 0.624 0.896 0.913 Fail* –1.770 –1.541
Wald - Wolfowitz (cc Z) 0.846 1.315 –0.965 Fail* –0.976 –1.245
aFor a critical t of 2.045 (α=0.05); bFor a critical χ2 of 49.6 (α=0.01); cFor a critical Z of 1.96 (α=0.05). *For this distribution, all values of the 
deterministic model were greater than the experimental reference data, corresponding to a single-run value that fails the test.

Figure 4. Data validation based on mean exposure rates and mean deviations obtained using standard sources and a Geiger Müller area probe 
that is commonly used in the practice of nuclear medicine.
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representative model for these distributions. Based on 
the standard deviations of the sample values, it was 
observed that for all standard sources, the values of χ2 

exhibited significant discrepancies with respect to the 
critical value, and for the MC simulations, only one 
source (57Co) exhibited a value slightly higher than 
that of the comparison standard. Therefore, the MC 
simulation method was considered to be statistically 
validated. It was observed that the MC simulation 
was more accurate than the DC in representing the 
random phenomenon of radiation emission from these 
sources and the interaction of the radiation with matter.

The Wald - Wolfowitz Z test was also applied 
to assess whether the distributions of the samples 
exhibited random behavior or if they samples exhibited 
systematic variations (bias). A confidence interval 
of 95% was considered, implying α = 0.05 and 
a Z range of –1.96 to +1.96 (critical Z interval). 
By observing the Z values for all samples, it was 
concluded that in most cases, except in the comparison 
between the experimental data and the deterministic 
calculations (Exp-D) for 57Co, all models exhibited 
no systematic variations outside the analysis range. 
It was also observed that for all distributions, the 
MC method yielded the best results in relation to the 
experimental patterns, again demonstrating that the 
MC modeling better reproduced the behavior of the 
realistic distributions and reinforcing the validation 
of the MC simulation method. The critical value 
of CCZ (Count Critical Z) was used and indicated 
better results for the MC simulations than for the 
DC compared to the experimental data. Notably, in 
one case (the 57Co source), the deterministic method 
failed entirely, producing calculated values that were 
all greater than the experimental values; this finding 
reinforced the conclusion that the best representation 
of the distribution of the exposure rate data was 
produced by the MC method.

Assessing the impact of geometry on the 
exposure rates calculated for a point source 
and for a typical waste package used in 
nuclear medicine
The results presented in Table 3 illustrate the impact 
of the source geometry on the estimation of the solid 
waste exposure rate.

When Equation 11 was applied, variations were 
identified in the exposure rates of the waste package 

relative to the exposure rates from a point source 
for isotopes that are routinely used in the practice 
of NM (Browne and Tuli, 2011; Junde et al., 2005; 
Khazov et al., 2006). Such variations were observed 
for all isotopes evaluated in this study and were 
especially prominent in the case of a waste package 
of 99mTc, the most widely used isotope in clinical 
practice. The discrepancies between the values caused 
by the geometrical factor lay in a range of 20% to 
70%; such discrepancies are sufficiently large to 
potentially impact the estimated activity of a waste 
package for the management of radioactive waste 
and, consequently, the estimation of the storage time 
required for the waste to decay before its disposal.

For the purpose of the characterization/
identification of waste packages, such measurements 
are important; as such, it is good practice to apply the 
necessary corrections to the estimations of quantities 
related to the radioactive decay of waste packages 
during routine operations.

Discussion
In this paper, a comparison was presented between 
the results of a method for deterministic calculation 
and the results of an MC tool (Geant4 version 9.1.p03 
standard library for the description of physical models) 
to verify the accuracy of the results produced by 
each method. The MC simulation demonstrated a 
statistically significant reproduction of the experimental 
data. After the model was validated, the influence 
of the source geometry on the measurement of the 
exposure rate produced by a nuclear medicine waste 
package was investigated. The approximation of the 
waste package (descarpack) as a point source was 
demonstrated to influence the determination of the 
exposure rate. The differences between the results 
obtained using the point-source geometry and the 
real geometry ranged from 20% to 70% depending 
on the radioactive isotope and measurement distance 
(between the detector and the waste package), and the 
exposure rates estimated for the real geometry were 
always higher than those estimated for the point-source 
geometry. This increased rate can be attributed to the 
exposure to scattered radiation and the fact that the 
dimensions of the source box are larger than those 
of the detector itself, invalidating the point-source 
assumption. Another important factor to be considered 

Table 3. Analysis of the effect of the source geometry on the estimation of the exposure rate produced by radioactive waste.

GM – Source Distance 67Ga 131I 99mTc
10 cm to source surface 1.29±0.0001 1.22±0.0001 1.44±0.0001
100 cm to source center 1.28±0.0020 1.25±0.000062 1.57±0.026
100 cm to source surface 1.16±0.0049 1.23±0.0015 1.64±0.103
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is the ratio of the inverse square of the distance. As 
the detector moves farther from a source of finite 
dimensions, the geometry approaches a point-source 
geometry. However, given the practical limitations 
of measurement (the activity to be estimated and 
the energies of the emitted spectra), it is impossible 
to perform measurements at a distance that would 
enable the descarpack to be treated as a point source.

Further work will be needed to evaluate the 
significance of these geometry-related discrepancies 
in estimates of waste package activities and the 
corresponding correction factors. The impact of 
different concentrations and mixtures of radioisotopes 
as well as non-homogeneities in the distributions 
thereof can also be evaluated using the MC method.
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