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ABSTRACT 

Brazil is currently the 4th world’s largest banana producer, producing around 7 million 
tons. In this scenario, several studies have been developed with a large amount of data, 
such as climatic, morphological, and nutritional data, in an attempt to improve these 
numbers even further. This study aims to classify banana ripening stages by artificial 
neural networks (ANN) as a function of plant physical, physicochemical, and biochemical 
parameters. The used ANN consisted of a three-layer feedforward backpropagation 
network, with eight neurons in the input layer (physical, physicochemical, and 
biochemical parameters), ten neurons in the intermediate layer, and two neurons in the 
output layer (classification of banana ripening stages). The results showed three 
configurations. ANN presented an excellent result for the training phase, with 100% 
accuracy in the sample classification for the three configurations. The validation and 
testing phases, that is, the classification of samples that were not part of the training, 
showed 91.6% and 94.4% accuracy in the first and second configurations, respectively, 
and 89.5% accuracy in the third configuration. 

 
 
INTRODUCTION 

Brazil has stood out on the world stage, with total 
annual production, on average, of almost 7 million tons 
(IEA, 2019). Banana is a climacteric fruit and modifies its 
organoleptic characteristics such as color, flavor, aroma, 
and nutritional parameters throughout the ripening period, 
and the stage at which it is harvested is decisive for its 
storage, marketing, and pricing. The fruits should reach the 
market still green, with a fresh appearance and good 
quality. Early detection of harvest time and management 
of problems associated with weather, pest attack, and 
disease occurrence can help increase performance and 
subsequent profit, thus assisting in making decisions about 
harvest, transport, storage, and pricing. Currently, several 
tools have been developed to reduce and even solve these 
problems through data involving indecisions, estimation, 
and classifications, such as fuzzy logic, artificial neural 

networks (ANN), and multivariate analysis. A fuzzy 
mathematical model was proposed in Putti et al., 2017 to 
estimate the effects of global warming on the vitality of 
orchids, and the developed model allowed observing that 
an increase in temperature and the lack of adequate 
shading can reduce plant vitality. Vasconcelos et al., 2020 
proposed a sophisticated mathematical method based on 
multivariate analysis, which explained the variations 
caused by irrigation application and phosphorus sources 
and doses throughout the crop cycle. 

ANN allowed estimating soil recovery levels as a 
function of its chemical and physical attributes over the 
years, with good behavior in the training, and good results 
were achieved in Bonini et al., 2019. Souza et al., 2019 
proposed an artificial neural network to estimate the ideal 
day for banana harvesting as a function of climate data. 
The authors could estimate whether the days for harvesting 
increased or decreased with a variation in the input data 
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(rainfall, minimum, maximum, and mean temperature, 
photoperiod, and relative humidity). Several other studies 
using ANN in agriculture have been published (Rocha 
Neto et al., 2015), (Adebayo et al., 2017), (Swietlicka et 
al., 2017) and (Pentos & Pieczarka, 2017). 

One of the main advantages of neural networks is 
the possibility of efficient manipulation of large amounts 
of data and their ability to generalize, but the main reason 
for their use in data classification is that neural networks 
do not assume any type of data distribution, unlike 
traditional parametric statistics, which assume that the data 
have a normal distribution (Atkinson & Tatnall, 1997). 

According to Yool (1998), the achieved results 
suggest that neural networks can be robust when spectral 
data are indistinct or sparse, being capable of producing 
accuracies that exceed most pattern recognition methods 
that use conventional statistics. 

In this context, this study aims to classify banana 
ripening stages (underripe, barely ripe, ripe, and overripe) 
using ANN as a function of plant physical, 
physicochemical, and biochemical parameters. 

MATERIAL AND METHODS 

The experiment was conducted in Tupã, SP, Brazil, 
using a total of 120 samples. Fruits from a commercial 
banana plantation were selected. The cultivar Nanicão, a 
triploid of Musa acuminata (AAA) from the Cavendish 
subgroup, used was. More information on the conduction 
and analysis of the physical, physicochemical, and 
biochemical parameters of the experiment can be found in 
Souza et al., 2021. Each sample for the network training 
consisted of 10 data, that is, the ANN input data (eight 
data), representing physical (apical, median, and basal 
texture), physicochemical (pH, soluble solids [°Brix], and 
titratable acidity [g citric acid 100 g−1]), and biochemical 
parameters (total sugar [g 100 g−1] and ascorbic acid [mg 
100 g−1]) of the plant (Souza et al., 2021), and the desired 
output binary data (two data), representing the banana 
ripening stages (0, 0) underripe; (0, 1) barely ripe; (1, 0) 
ripe; and (1, 1) overripe. The two desired output data 
(binary) were used only for the network training phase, 
that is, each binary output (two data) corresponds to an 
input (eight data). The network must be able to learn and 
classify the data that were not part of the training. After 
training, the network is considered ready in the validation 
and testing phase to classify the data, that is, present 
outputs (underripe, barely ripe, ripe, and overripe) of input 
data that were not part of the training and then compare with 
the desired output. The used ANN consisted of a three-layer 

feedforward backpropagation network, with eight neurons 
in the input layer, ten neurons in the intermediate layer, and 
two neurons in the output layer (ripening stages) (Figure 1). 
The software MATLAB® was used. 

Non-recurrent or feedforward networks do not have 
memory, and their output is exclusively determined as a 
function of the input and weight values, that is, they do not 
have feedback loops. Backpropagation is a type of network 
training, which can be unsupervised (consists of adjusting 
the weights of a neural network, considering only the set 
of input patterns, self-organizing training) or supervised 
(consisting of adjusting the weights of a neural network 
to provide desired outputs, considering the set of input 
patterns), which is the case of this study (Widrow & 
Lehr, 1990). 

The ability to learn is the most important property 
of an ANN and thus, improve its performance. In this case, 
the training process corresponds to an iterative process of 
adjustments applied to its weights. A well-defined set of 
rules for solving a training problem is called a training 
algorithm. There are many types of training algorithms 
specific to particular neural network models. These 
algorithms differ, mainly, by the way the weights           
are modified. 

A weight adjustment procedure based on the 
squared error of neurons in the neural network output was 
used in this study. The error is propagated in the opposite 
direction (from the output to the input). Weight variations 
are determined using the gradient descent algorithm 
(Widrow & Lehr, 1990). 

Training, via backpropagation, is started by 
presenting a pattern X to the network, which will produce 
an output Yob. Subsequently, the error of each output 
(difference between the desired value Ydes and the output 
Yob) is calculated. The next step consists of determining 
the error propagated in the reverse direction through the 
network associated with the partial derivative of the 
quadratic error of each element with respect to the weights 
and, finally, adjusting the weights of each element 
(Widrow & Lehr, 1990). A new pattern is presented. Thus, 
the process is repeated for all standards until convergence 
(the error is lower than a pre-established tolerance). Initial 
weights are normally adopted as random numbers 
(Widrow & Lehr, 1990). The backpropagation algorithm 
consists of adapting weights, such that the mean squared 
error (MSE) of the network is minimized, according to (1). 
 

Min. Error (MSE) = (Yob – Ydes)2                         (1)

 

 

FIGURE 1. ANN used in this work. 
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RESULTS AND DISCUSSION 

For each input (8 data), there is a desired output (2 
data) corresponding to that input. In the training phase, 
these output data are used as a target, which is essential in 
this phase in ANN with supervised training, and later they 
can also be used to compare the results. As for the 
validation and testing phases, these output data are not 
essential, they are only used to compare the results, as 
presented in this work. 

Table 1 and Figures 2, 3, and 4 show the results of 
the 120 samples for training, validation, and testing in a 
configuration of 96 samples for training (80%), 12 samples 
for validation (10%), and 12 samples for the testing phase 
(10%). Figure 2(a) shows the mean squared error (MSE) 
of training, validation, and testing in this configuration. 

The iterative process stops when one of the values 
specified in Table 1 is reached, that is, the 7th iteration in 
this case, with a training value of 0.0000632 for MSE. 
However, the values provided by the network and shown 
in the graphs presented the best validation, which occurred 
in the 5th iteration. In this case, the samples from the 
validation phase are not used in the training phase. MSE 
for training in the 5th iteration (best validation) was 
0.002327, showing that the network had good training. 
Figure 2(b) shows the histogram of the error, that is, the 
obtained output (Yob) relative to the desired output (Ydes), 
with 20 intervals for the 120 samples in the training, 
validation, and testing phases in the 5th iteration. The 
training samples were closer to zero relative to the 
validation and testing samples, explaining the performance 
shown in Figure 2(a). 

 

 
 
 

 
FIGURE 2. Training, validation and test of the ANN, (a) performance (MSE), (b) error histogram (Ydes - Yob) with 20 intervals 
for the 120 output samples (2 x 120 data). 
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TABLE 1. Values specified and achieved in the training, validation and test phases of the ANN. 

Training (80%) 
 Specified values  Achieved values 

Iterations 100 7 
Time (s) 20 1 
Performance (MSE) 0.0001 *0.0000632 
Regression R 1.0 0.9961 

Validation (10%) 
Validation checks 10 2 
Performance (MSE) 0.0001 0.036303 
Regression R 1.0 0.9281 

Test (10%) 
Performance (MSE) 0.0001 0.041972 
Regression R 1.0 0.92183 

*achieved criterion. 
 

Figure 3 shows the regression lines (fits) and R 
values for the three phases of the network. Figure 4 shows 
the desired and obtained outputs (0, 0 – underripe; 0, 1 – 
barely ripe; 1, 0 – ripe; and 1, 1 – overripe) also for the 
three phases of the network. In Figure 3(a), the fit line Yob 
≅ 0.95 Ydes + 0.025 was very close to the expected (Yob = 
Ydes), with an R value of 0.9961, showing that the network 
was well trained, with no error in the classification of the 
96 samples in the training phase (100% accuracy), as 
shown in Figure 4(a). Figure 3(b) and (c) shows the results 
obtained in the validation and testing phases of the 

remaining 24 samples, which were not part of the training 
(12 samples or 10% for each phase). Good fits and R 
values of 0.9281 and 0.92183 were observed, respectively, 
but lower than the training due to errors. Only two samples 
were classified wrong: one (error 1) for validation and one 
(error 2) for testing, that is, 91.7% accuracy, error 1 with 
obtained output overripe (1, 1) and error 2 with obtained 
output underripe (0, 0) instead of both ripe (1, 0), as shown 
in Figure 4(b). Figures 3(d) and 4(c) show the regression 
line, the R value, and the classification for 100% of the 
samples in the three phases of the network. 

 

 
FIGURE 3. Regression analysis between variables: desired output (Ydes) and obtained output (Yob), (a) training with 80% of 
the samples, (b) validation with 10% of the samples, (c) test with 10% of the samples and (d) all samples (100%). 
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FIGURE 4. ANN performance, output obtained (Yob) vs desired output (Ydes), (a) in the training phase (80% of samples), 96 
samples, (b) in the validation and test phase (20% of samples that were not part of the training), 24 samples, (c) in three phases 
(100% of samples), 120 samples. 
 
Results and discussion on configuration (70%, 15% and 15%) 

Table 2 and Figure 5 show the results of training, 
validation, and testing for another network configuration, 
with 84 samples (70%) for training, 18 samples for 
validation (15%), and 18 samples for testing (15%). 
Validation and testing samples did not undergo training. 
Table 2 shows that the iterative process stopped in the 8th 
iteration with an MSE of 0.0000375 and 3 seconds of 
processing in the training. There were two validation 
checks and the best one occurred in the 8th iteration, with 
MSE for validation and testing of 0.059475 and 0.002833, 
respectively. Similar results to those of the first 
configuration (80%, 10%, and 10%) were obtained, with  

no errors in the training phase (Figure 5(a)), and errors 1 
and 2 occurring in the validation phase (Figure 5(b)), with 
an R value of 0.88148 due to the errors. No errors occurred 
in the testing phase (Figure 5(c)), which explains the R 
value close to 1.0 (0.99682). Figure 5(d) shows 
classification results for 100% of the samples in the three 
network phases. The errors for the two configurations 
occurred in the ripe stage, in which errors 1 and 2 
presented an obtained output of overripe (1, 1) instead of 
ripe (1, 0). The hit percentage was 88.8% in the validation 
phase and 100% in the testing phase. 
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TABLE 2. Values specified and achieved in the training, validation and test phases with different proportions 70%, 15% and 
15%, respectively. 

Training (70%) 
 Specified values  Achieved values 

Iterations 100 8 
Time (s) 20 3 
Performance (MSE) 0.0001 *0.0000375 
Regression R 1.0 0.99678 

Validation (15%) 
Validation checks 10 2 
Performance (MSE) 0.0001 0.059475 
Regression R 1.0 0.88148 

Test (15%) 
Performance (MSE) 0.0001 0.002833 
Regression R 1.0 0.99682 

* achieved critérios 
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FIGURE 5. ANN performance, output obtained (Yob) vs desired output (Ydes), (a) in the training phase (70% of samples), 84 
samples, (b) in the validation phase (15% of samples that were not part of the training), 18 samples, (c) in the test phase (15% 
of samples that were not part of the training), 18 samples, (d) in three phases (100% of samples), 120 samples. 
 
Results and discussion on configuration (60%, 20% 
and 20%) 

This configuration is quite risky because only 60% 
of the samples, that is, 72 samples, are part of the 
training. In this case, ANN may not correctly classify the 
samples that were not part of the training, validation, and 
testing phases. Table 3 and Figure 6 prove this fact. The 
purpose of presenting these results was just to show that 
depending on the network configuration, even for 
excellent training, the results are worse when classifying 
samples that were not part of the training, which is the 

operation phase or network diagnosis. 
Table 3 and Figure 6 show the results of training, 

validation, and testing for the network configuration 60%, 
20%, and 20%, with 72 samples for training (60%), 24 
samples for validation (20%), and 24 samples for testing 
(20%). Validation and testing samples did not undergo 
training. Table 3 shows that the iterative process stopped 
in the 9th iteration, with an MSE of 0.0000486 and 4 
seconds of processing in the training. There was no 
validation check. In this case, the validation is observed in 
the best training result, that is, the 8th iteration, which had 
MSE values of 0.054704 and 0.024751 for validation and 
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testing, respectively. No errors occurred in the training 
phase, which showed an excellent process (Figure 6(a)). 
The errors occurred in the validation and testing phases, 
that is, three errors (1, 2, and 3) in the validation phase 
(Figure 6(b)), with an R of 0.8867, and two errors (4 and 
5) in the testing phase (Figure 6(c)), with an R of 0.9448. 
Figure 6(d) shows classification results for 100% of the 
samples in the three phases of the network. The errors for 
this configuration occurred at the ripe, underripe, and 
barely ripe banana stages. In this case, errors 1, 2, and 3 
presented obtained outputs of underripe (0, 0), overripe (1, 
1), and overripe (1, 1), respectively, instead of ripe (1, 0); 
error 4 showed an obtained output of barely ripe (0, 1) 
instead of underripe (0, 0); and error 5 had an obtained 
output of underripe (0, 0) instead of barely ripe (0, 1). The 

hit percentage reached 87.5% in the validation phase and 
91.6% in the testing phase. 

Tables 4 and 5 show the hit percentages and errors 
in the classifications of the 120 samples for the three 
configurations (80%, 10%, and 10%; 70%, 15%, and 15%; 
and 60%, 20%, and 20%). ANN with the first and second 
configurations showed better results, with 98.3% accuracy 
for the 120 samples. A higher number of errors was 
expected for the third configuration, as only 60% of the 
samples (72 of the 120) were part of the training phase, as 
the other samples (48 out of 120) in the testing and 
validation phases were not part of the training phase, 
which may lead to an increase in the error. The number of 
errors even for this configuration in the classification was 
only 5 of the 48 samples (10.5%), as shown in Table 5.

 
TABLE 3. Values specified and achieved in the training, validation and test phases with different proportions 60%, 20% and 
20%, respectively. 

Training (60%) 
 Specified values  Achieved values 

Iterations 100 9 
Time (s) 20 4 
Performance (MSE) 0.0001 *0.0000486 
Regression R 1.0 0.99994 

Validation (20%) 
Validation checks 10 0 
Performance (MSE) 0.0001 0.054704 
Regression R 1.0 0.8867 

Test (20%) 
Performance (MSE) 0.0001 0.024751 
Regression R 1.0 0.9448 

* achieved criterion 
 

TABLE 4. Percentage of correct answers (CA) in the classification of three presented configurations. 

 Configurations 
Phases 1ª 2ª 3ª 

 Samples CA % Samples CA % Samples CA % 
Training 96 100% 84 100% 72 100% 

Validation 12 91.6% 18 88.8% 24 87.5% 
Test 12 91.6% 18 100% 24 91.6%. 
All 120 98.3% 120 98.3% 120 95.8% 

Correct answers (Average) 97.5% 
 
TABLE 5. Errors in the classification of three configurations presented. 

 Configurations 

Phases 1ª 2ª 3ª 
 Samples Errors Samples Errors Samples Errors 

Training 96 0 84 0 72 0 
Validation 12 1 18 2 24 3 

Test 12 1 18 0 24 2 
All 120 2 120 2 120 5 
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FIGURE 6. ANN performance, output obtained (Yob) vs desired output (Ydes), (a) in the training phase (60% of samples), 72 
samples, (b) in the validation phase (20% of samples that were not part of the training), 24 samples, (c) in the test phase (20% 
of samples that were not part of the training), 24 samples, (d) in three phases (100% of samples), 120 samples. 
 
CONCLUSIONS 

The network presented a good performance in the 
three configurations for the training phase, with 100% 
accuracy. The validation and testing phases (samples that 
were not part of training) had only two samples classified 
wrong in the first and second configuration, with 91.6% 
and 94.4% accuracy, respectively, while the third 
configuration presented five errors in the classification of 
the samples although the training was excellent, with 

89.5% accuracy in the validation and testing phases. In this 
context, the first and second configurations showed better 
results. In general, the mean accuracy reached 97.5%. 
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