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1 Introduction
Rice is the most important cereal crop worldwide in 

Asian countries because of its good taste and nutritional value 
(Murtaza et al., 2022; Munarko et al., 2022). Consumers pay 
more for premium products, so falsely marking geographical 
origins or adulteration can bring unfair economic advantage to 
fraudsters, which, on the other hand, undermines the credibility 
of the producers to consumers (Mongkontanawat et al., 2022; 
Lee et al., 2019). Thus, accurately deciding the origin of milled 
rice is desirable for consumers, retailers, and governmental 
authorities.

Several measurement methods had been developed to identify 
rice varieties, such as Raman spectroscopy (Hwang et al., 2012; 
Zhu et al., 2018; Sha et al., 2019), Multi-element fingerprinting 
(Gonzálvez et al., 2011; Cheajesadagul et al., 2013), and Near-
infrared spectroscopy (Lin et al., 2012; Liu et al., 2020; Peijin et al., 
2021). The methods can give exact results, but existing application 
limit because of the complex sample preparation, long testing 
process, and high instrument cost. The non-contact and non-
destructive identification of mill rice varieties for large-scale and 
high-speed is still an urgent aim (Bagchi et al., 2016).

Machine vision technique does not have the above problems 
in the application. This technique is based on the image 
acquisition and image processing, which has the advantages 
of non-contact, non-destructive, and is suitable for large-scale 
and high-speed detection. Research efforts had focused on the 
potential of machine vision techniques for deciding the source or 
geographical origin of rice seed. Fayyazi evaluated the efficiency 
of morphological and textural features of rice seeds’ images in 
varieties identification (Saeideh et al., 2017). Kantip et al. (2020) 
extracted image features of shape, color, and texture to classify 

rice seed varieties. Singh classified the bulk rice grain varieties 
using images features of color, texture, and wavelet (Singh & 
Chaudhury, 2016).

Besides, many researchers used the machine vision method 
to detect the rice quality features. Chen et al. (2019) developed 
a machine vision to inspect flawed rice kernels. Lin and Sun 
used image processing technique to detect milled rice chalkiness 
(Cheng et al., 2014; Lin et al., 2020). Singh et al. (2020) proposed 
a method that combines image processing and machine learning 
to measure the size and mass of rice kernels. Zareiforoush et al. 
(2015) qualitatively graded the milled rice for the degree of 
milling and percentage of broken using the image processing.

For the varieties classification of milled rice using machine 
vision, existing studies only adopted one image feature or one 
type image feature in the varieties classification of milled rice. 
Golpour identified white rice cultivars through developing 
an image processing algorithm based on the color features 
(Ranum et al., 2014). Yang (2021) combined the length-width 
ratio and the spectroscopy data to identify milled rice varieties. 
However, to our knowledge, no studies had previously published 
the influence of image features on the identification accuracy 
of milled rice varieties.

Thus, this paper developed an identification model for milled 
rice varieties based on multiple image features and explored the 
contributions of each image feature on the identification accuracy. 
Section 2 described the machine vision the milled rice samples, 
the multiple-image features, and the identification procedure. 
Section 3 presented the identification results based on different 
image features types, followed by discussing the influence of each 
image feature on the identifying milled rice varieties.
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2 Materials and methods
2.1 Machine vision and milled rice samples

The machine vision used a 1/2.5” CMOS (Complementary 
Metal Oxide Semiconductor) color digital camera (USB-500, 
TRWY) to record images. The Pixel and pixel size were 5 million 
and 2.2 μm × 2.2 μm. A zoom lens and a ring LED lamp were 
used to ensure the image quality. The rice sample was on a 
sample table 370 mm away from the zoom lens. The surrounding 
light was constant when capturing the image. Figure 1 shows 
the machine vision system used to record milled rice images.

This paper collected one hundred and forty milled rice 
samples from four rice-producing regions. Each variety has 
thirty-five samples, twenty-five for training and ten for testing. 
Table 1 shows the detailed information of milled rice samples.

Here, YG represents Yueguang rice (Liaoning, China), WC 
represents Wuchang rice (Heilongjiang, China), XS represents 
Xiangshui rice (Heilongjiang, China), and JN represents Jiangnan 
(Jiangxi, China). The milled rice samples were balanced by 

temperature and humidity before the image gaining. Figure 2 shows 
the original images of milled rice samples.

2.2 Image features

The image features used in this paper were three classes: 
morphology, texture, and color. The morphology features included 
thirteen subclasses, the texture features included four subclasses, 
and the color features included eighteen subclasses. Algorithms 
were developed using MATLAB to extract different image features. 
Table 2 shows the multiple image parameters used in this paper.

(1) The morphology features used in this paper were:

Region pixel number (S1): the number of pixels within its boundary.

Perimeter (C1): the length surrounds the image edge.

Length (L1): the smallest rectangle that can enclose the image.

Width (D1): the width of the smallest rectangle that can 
enclose the image.

Table 1. The detailed information of milled rice samples.

Variety Code Name
Serial Number

Training Set Testing Set

Yueguang YG 1-25 26-35

Wuchang WC 36-60 61-70

Xiangshui XS 71-95 96-105

Jiangnan JN 106-130 131-140

Figure 1. The machine vision system used to record milled rice images.

Table 2. The multiple image parameters used in this paper.

Morphology Texture Color

S1; C1; L1; D1 CS R-mean; G-mean; B-mean

K; R; CO HT R-std; G-std; B-std

SF1; SF2; SF3 CL Y-mean; Cb-mean; Cr-mean

L; D; TA EG Y-std; Cb-std; Cr-std

H-mean; S-mean; V-mean

H-std; S-std; V-std

Figure 2. The original images of milled rice samples.
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Length-width ratio (K): length/width.

Roundness (R): R= (4·π·S1)/(C1)2.

Compactness (CO): CO= [(4·π·S1)1/2]/L1.

Morphology feature 1 (SF1): SF1=L1/S1.

Morphology feature 2 (SF2): SF2=S1/(L12).

Morphology feature 3 (SF3): SF3=S1/[(0.5·L1)·(0.5·D1)·π].

Long axis length (L): The longest line that through the image.

Short axis length (D): The longest line that through the 
image and vertical to the long axis.

Convex area (TA): The number of pixels in the smallest 
convex polygon that can contain the area.

(2) The texture features used in this paper were:

Contrast (CS): Reflects the sharpness of the image and the 
degree of furrow depth of the texture.

Homogeneity (HT): Reflects the homogeneity of the texture 
by measuring the local variation.

Correlation (CL): Reflects the local gray correlation of the 
image.

Energy (EG): Reflects the uniformity of gray distribution 
and texture thickness.

(3) The color features used in this paper were:

This study used three color spaces: RGB, HSV, and YCbCr. 
The RGB Space contains color components Red (R), Green (G), 
and Blue (B). The HSV Space contains color components Hue 
(H), Saturation (S), and Value (V). The YCbCr Space contains 
color components Luminance (Y), Blue Chrominance (Cb), and 
Red Chrominance (Cr).

Here, we calculate two features for each color component: 
first moment and second moment. The first moment (mean) 
reflects the average intensity of each color component. The second 
moment (std) reflects the color variance of the measured region.

Thus, the color features used in this paper were the R-mean, 
G-mean, B-mean, H-mean, S-mean, V-mean, Y-mean, Cb-
mean, Cr-mean, R-std, G-std, B-std, H-std, S-std, V-std, Y-std, 
Cb-std, Cr-std.

2.3 Identification procedure

This research used the Partial Least Squares (PLS) algorithm 
to find relations between image features and varieties. The inputs 
were different image features, the output was varieties number. 
The identification procedure of milled rice variety using the 
machine vision is shown in Figure 3:

(1) Gain milled rice image and assign variety number;

(2) Preprocess the milled rice image and calculate multiple 
image features using the MATLAB program;

(3) Find out the relation between variety number and 
multiple image features using the PLS algorithm;

(4) Perform VIP analysis to decide the best image features 
and best model.

In this paper, the chosen image preprocessing methods 
contained gray-level transformation, median filter, threshold 
segmentation, opening operation, and image fusion. Figure 4 shows 
the relations of images, image preprocessing methods, and 
image features.

The preprocessed images of WC milled rice are shown in 
Figure 5.

3 Results and discussion
3.1 Varieties identification results based on different image 
feature types

Table  3 shows the identification accuracy of milled rice 
varieties using different image feature types. As shown in Table 3, 
the identification accuracy was the highest when using the 
morphology and texture features for modeling. The identification 
accuracy is the lowest when not using the morphological feature 
for modeling, proved the morphology features contributed 
the highest to the identification. Decrease of the identification 
accuracy happened when changing the texture features to 

Figure 3. The identification procedure of milled rice variety using the 
machine vision.
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Figure 4. The relations of images, image preprocessing methods, and image features.

Figure 5. The preprocessed images of WC milled rice.
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color features, which proved the texture features owed a higher 
contribution than color features. The identification accuracy of 
YG and JN was 100% since they were externally different from 
the others, as they had stretched or plump shapes. We supposed 
the likeness of XS and WC resulted in the 70% identification 
accuracy for WC. Besides, the identification accuracy was not 
the highest when using all image features for modeling, which 
proved that selecting too many image features will lessen the 
identification accuracy.

3.2 Analysis results of variable importance in projection

Some image features are less important and the identification 
performance will decline when using too many redundant features. 
A good insight in the variable importance and model accuracy 
can be achieved by using multivariate data analysis. A measure 
that summarizes the importance is the Variable Importance for 
the Projection (VIP), which can give the influence of the input 
variables on the model. This paper performed VIP analysis in 
a Windows environment using SIMCA software. VIP values of 
1.0 and above are most relevant for explaining Y, while VIP values 
below 0.5 shows unimportant (Jonsson, 2011). Figure 6 shows 
the calculated VIP values for each image feature.

Table 4 shows the identification accuracies when selecting 
different VIP thresholds for the variable selection. As shown in 
Table 4, the identification accuracies were different with various 
VIP thresholds. When the VIP threshold was bigger than 0.93, 
the identification accuracy decreased, which proved the loss of 
valid features. When the VIP threshold was smaller than 0.93, 
the identification accuracy remained unchanged. Thus, the 
selected VIP threshold was 0.93 in this paper.

Table 5 shows the twenty image features used for the best 
model. For these twenty features, the morphology feature K 
was the most important in given model (VIP=1.302), while the 
color feature Y-std was the least important feature (VIP=0.938). 
The developed best model showed an accuracy of 100%, 70%, 
100%, and 100% for the milled rice varieties YG, WC, XS, and JN.

4 Conclusions
This work presented a new machine vision-based measurement 

method for varieties identification of milled rice. A model was 
developed based on the morphology features, texture features, 
and color features. The identification accuracy will decrease 
when using all image features for modeling. The morphological 
features have the highest contribution to identifying milled 
rice variety. The model is best when selecting 0.93 as the VIP 
threshold for varieties selection. At this point, the model inputs 
were twenty image features from the original thirty-five image 
features. At last, the identification accuracies were 100%, 70%, 
100%, and 100% for milled rice varieties YG, WC, XS, and JN.

Table 3. The identification accuracy of milled rice varieties using different image feature types.

Image feature types
Identification accuracy

YG WC XS JN
Morphology, texture, and color 100% 70% 90% 100%
Morphology and texture 100% 70% 100% 100%
Morphology and color 100% 60% 90% 100%
Texture and color 90% 50% 100% 80%

Table 4. The identification accuracies when selecting different VIP thresholds for the variable selection.

VIP threshold
Identification accuracy

YG WC XS JN
0.90 100% 70% 100% 100%
0.93 100% 70% 100% 100%
0.94 100% 60% 100% 100%
0.95 100% 60% 90% 100%
1.00 100% 50% 80% 100%

Table 5. The twenty image parameters used for the optimal model.

Class Subclass
Morphology S1, C1, L1, D1, K, R, CO, SF1, SF2, SF3, L, D, TA
Color R-std, G-std, H-mean, H-std, V-std, Y-std
Texture CL

Figure 6. The calculated VIP values for each image feature.
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However, this paper got the experiment results under a 
laboratory setting, so it had some limits. A long-term project 
contains: (1) Add more milled rice varieties and use more image 
features; (2) Establish a variety identification model based on 
combining near-infrared spectroscopy and machine vision.
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