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1 Introduction
Food safety is a problem that needs to be paid attention 

to. If people eat unsafe food, it will be a threat to their health. 
Excessive use of chemical fertilizers and pesticides is one of the 
most important factors that lead to food safety problems. So, 
if we can control plant diseases early, we can protect the food 
safety of agricultural products.

Because food safety is very worthy of attention, there have 
been many scholars in the world from a variety of aspects working 
to improve the research on food safety. Pires Martins et al. (2022) 
studied the vibriosis and its impact on microbiological food 
safety. Zhao & Talha (2022) studied the Evaluation of food safety 
problems based on the fuzzy comprehensive analysis method. 
The notion of a fuzzy expert system is explored in-depth, along 
with its rule-base and set membership functions.

Apples are the fourth largest fruit in the world in terms 
of total production and have a large share of the international 
market. The total world production of apples in 2014 was 84 
million tons (Musacchi & Serra, 2018). The apple growing process 
could be threatened by diseases, and the appearance of apple 
diseases could affect the yield and quality of apples. Failure to 
spot the disease could lead to reduced yields or even extinction 
and the use of heavy pesticides. In traditional farming, apple 
diseases are usually monitored and identified manually. This 
method is not only labor-intensive but also overly dependent 

on human experience. Therefore, we need a new technology 
for apple disease detection, that can be used to ensure the yield 
and quality safety of apples, which is important to ensure the 
food safety of apples.

With the continuous development of technology, the ability 
and intelligence of computers to process information are also 
improving, and neural network technology has also been greatly 
developed. Neural network technology has been used in different 
fields, such as food technology (Xu et al., 2022) and automatic 
control (Bai et al., 2022).

Krizhevsky et al. (2017) proposed AlexNet in 2012 and won 
the ImageNet classification competition. AlexNet demonstrated 
the promising potential of convolutional neural networks in 
the field of image processing and promoted the development 
of image recognition. After that, with the emergence of deep 
learning networks such as VGGNet (Simonyan & Zisserman, 
2014), GoogleNet (Szegedy et al., 2015), and ResNet (He et al., 
2016), and the improvement of computer hardware performance, 
the accuracy and application fields of image recognition had 
become more and more extensive. Nowadays, image recognition 
technology has been applied to various industries of social 
life, such as medical (Chang  et  al., 2019), transportation 
(Haghighat et al., 2020), and security (Tariq et al., 2020). Image 
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recognition technology based on deep learning has been widely 
studied in the field of plant disease identification.

In 2019, Fang et al. (2019) proposed an apple leaf disease 
identification model based on the VGG16 model, which improved 
the accuracy of apple disease leaf classification. In 2021, Song et al. 
(2021) implemented an apple disease recognition model based 
on a small-scale dataset and achieved an accuracy of 98.5% on 
the dataset. In 2021, Chen & Yu (2022) conducted research on 
food safety sampling inspection system based on deep learning. 
According to their study results, deep learning outperforms 
other approaches. In 2022, Mahamudul Hashan et al. (2022) 
proposed a multilayer convolutional neural network MCNN to 
classify three apple leaf diseases, and the experimental results 
showed that the model achieved an accuracy of 98.4%. In 2022, 
Chu et al. (2022) proposed a Chenpi-year recognition method 
based on deep learning. They used data-enhanced dataset and 
an improved ResNet50 model to accurately identify the year of 
tangerine peels.

The existing problem is that with the emergence of deeper 
and more complex deep learning networks, it leads to an 
increasing number of parameters and computation of deep 
models (Lin et al., 2017), which leads to difficulties in model 
training, long prediction times, and high hardware performance 
requirements (Russakovsky et  al., 2015). In recent years, the 
research of experts and scholars has turned to how to improve 
model efficiency, and many lightweight neural networks have 
started to appear, such as SqueezeNet (Iandola  et  al., 2016), 
Xception (Chollet, 2017), MobileNet (Howard  et  al., 2017), 
ShuffleNet (Zhang  et  al., 2018), etc. The structure of such 
lightweight deep network models was simpler and requires 
fewer computational resources than traditional deep networks, 
which was more beneficial for practical production applications.

In this paper, we proposed an improved network ECA-
DCMobileNet based on Mobilenet-V2 (Sandler et al., 2018), 
introduced the dense connection structure of DenseNet 
(Huang et al., 2017) and incorporated the ECA (Wang et al., 
2020) channel attention module. ECA-DCMobileNet performed 
better than traditional deep networks with fewer parameters 
and optimal accuracy on a self-built apple leaf disease dataset 
augmented with GAN networks.

2 Method
The ECA-DCMobileNet proposed in this paper is based 

on the MobileNet-V2 (Sandler et al., 2018) network structure, 
and the densely connected structure of the ECA (Wang et al., 
2020) channel attention module and DenseNet (Huang et al., 
2017) was added to the step-1 antiresidual module to form a 
new densely connected antiresidual module. We replaced all the 
inverse residual modules of step size 1 in MobileNet-V2. The 
improved network structure is shown in Figure 1.

2.1 MobileNet-V2

The Google team proposed MobileNet (Howard et al., 2017) 
in 2017, which was a lightweight convolutional neural network 
specifically designed for mobile and embedded devices. The team 
then proposed the MobileNet-V2 (Sandler et al., 2018) version 
in 2018. The MobileNet family of networks could effectively 
reduce the number of parameters and computation of the model 
with only a small loss of accuracy.

MobileNet splits the standard convolution into depth-wise 
convolution and point-wise convolution, where depth-wise 
convolution performs the convolution operation on a single 
channel of the input image. Point-wise convolution performs 

Figure 1. Improved network structure.
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the calculation of a linear combination of the input image to 
generate a new feature map, as shown in Figure 2.

MobileNet-V2 introduces an inverse residual network based 
on MobileNet’s deep-separated convolution and uses two 1×1 
point-by-point convolutions in each block to up-dimension and 
down-dimension the data. It uses deep convolution to process 
the image data with 6-fold up-dimensioning and uses linear 
activation instead of the original Relu6 activation function after 
the down-dimensional convolution in each block to mitigate 
the problem of information loss. This is shown in Figure 3. This 
structure is the opposite of the residual network structure of 
ResNet (He et al., 2016) where dimensionality is reduced before 

dimensionality is increased, and is therefore called the inverse 
residual structure. The overall structure of MobileNet-V2 is 
shown in Figure 4 and Table 1.

2.2 Attention module ECA-Net

ECA-Net (Wang et al., 2020) is a novel channel attention 
convolutional neural network with an improved channel attention 
module based on SENet (Wei et al., 2017), which proposes a 
lightweight module ECA module. It proposes a dimensionless 
local cross-channel interaction strategy and a channel dimension 
function that adaptively determines the size of the one-dimensional 
convolutional kernel, which both enable this network attention 

Table 1. MobileNet-V2 overall structure.

Input Operator t c n s
2242 × 3 Conv2d - 32 1 2

1122 × 32 Bottleneck 1 16 1 1
1122 × 16 Bottleneck 6 24 2 2
562 × 24 Bottleneck 6 32 3 2
282 × 32 Bottleneck 6 64 4 2
282 × 64 Bottleneck 6 96 3 1
142 × 96 Bottleneck 6 160 3 2
72 × 160 Bottleneck 6 320 1 1
72 × 320 Conv2d 1 × 1 - 1280 1 1

72 × 1280 Avgpool 7 × 7 - - 1 -
1 × 1 × k Conv2d 1 × 1 - k -

Note: t denotes the expansion multiple, c denotes the number of output channels, n denotes the number of repetitions, and s denotes the step size. In Bottleneck with step size 2, only 
the first repetition step size is 2, and the subsequent repetition steps are all 1.

Figure 2. Deep Separation Convolution.

Figure 3. Basic structure of MobileNet and Mobilenet-V2. (a) Basic structure of MobileNet. (b) MobileNet-V2 basic structure.
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mechanism to gain performance improvement and reduce the 
complexity of the model at the same time. The structure diagram 
of the ECA module is shown in Figure 5.

Han et al. (2021) proposed a method for insulator detection 
and damage identification in 2021, which embedded the ECA-
Net attention module in Tiny-YOLOv4. The results showed 
that the inclusion of the ECA-Net module reduced the model 
complexity, ensured the detection accuracy of the model, and 
guaranteed the effectiveness of the model for multi-class and 
multi-scale objects.

In MobileNet-V2, the base module is the inverse residual 
module, which is similar to the residual module. We add the ECA 
channel attention module after the 1 × 1 reduced convolution of 
the inverse residual module with step size equal to 1, and improve 
the inverse residual module by taking advantage of the channel 
attention mechanism of the ECA module. The 1D convolution 
is adjusted in ECA by adaptive convolution kernel size in the 
channel attention module instead of the fully connected layer 
(Wang et al., 2020), which enables the anti-disparity network 
to focus the recognition region on the difference of image, 
thus improving the recognition performance of the network. 
A schematic diagram of the location of the ECA module in the 
improved network is shown in Figure 6.

2.3 Dense connection structure 

The dense connection structure is used in DenseNet 
(Huang et al., 2017), i.e., in a dense block, which connects each 
layer to every other layer in a feed-forward fashion.

Dense connectivity helps to alleviate the gradient disappearance 
problem. The gradient disappearance problem is more likely to 
occur in deeper networks because it is caused by multiple passes 
of input and gradient information between different layers. In a 
densely connected structure, the input of each layer is directly 
connected to the previous output, thus mitigating the gradient 
vanishing phenomenon. In addition, the dense connection 
has the effect of regularization, which is useful for overfitting 
(Huang et al., 2017). The structure of the dense block is shown 
in Figure 7.

In 2020, Cui  et  al. (2020) used a dense connectivity 
structure in the decoder subnet to fuse multiscale information 
from each layer to enhance the representation of features. This 
improvement was used to enhance the performance of the 
semantic segmentation model. After experiments on remote 
sensing images datasets, it is shown that the dense connection 

structure could effectively solve the problem of insufficient data 
annotation. The improved model had better performance and 
more accurate segmentation results.

We used the dense connection structure of dense block in the 
ECA-DCMobileNet-V2 module with step size 1. In the original 
inverse residual module shown in Figure 1(a), the output Xl_5 
is the sum of the original input Xl_0 and Xl_0 of this inverse 
residual module after the nonlinear operation of this module 
and the two parts of the output Xl_4, expressed as Equation 1:

( )_ 5 _ 4 _ 0 _1234 _ 0 _ 0Xl Xl Xl Nl Xl Xl= + = +  (1)

Figure 4. Schematic diagram of Mobilenet-V2 network structure.

Figure 5. ECA module structure diagram

Figure 6. Add the ECA channel attention module.
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Nl_1234(*) represents all operations performed on the input 
inverse residual module data. When performing feature map 
summation, it is required that the feature maps have the same 
size, so Xl_4 should have the same number of rows, columns, 
and layers as the input image Xl_0.

We added a branch connecting Xl_2 to Xl_4 on top of the 
inverse residual module with the ECA module, as shown in 
Figure 8(b). We obtained the base module of ECA-DCMobileNet-V2. 
Theoretically, there was no limit to the number of branches that 
could be added, but to improve feature utilization and limit 
the amount of computation, we only used the output at Xl_2. 
Because the output at Xl_2 was located on a higher dimension 
and could yield more information.

As can be seen in Figure 8, in the densely connected inverse 
residual module, the input Xl_0 and the feature map of the output 
Xl_2 after deep convolution were added to the final feature 
map processed by the ECA module to obtain the final output. 
It should be noted that the feature maps should be of the same 
size when added, and we used a 1 × 1 convolution with a step 
size of 2 for the transformation.

The input relations for the densely connected inverse residual 
module in Figure 1(b) are as follows, expressed as Equations 2-6:

( )_1 _1 _ 0Xl Nl Xl=  (2)

( )_ 2 _ 2 _1Xl Nl Xl=  (3)

( )_ 3 _ 3 _ 2Xl Ll Xl=  (4)

( )_ 4 _ 4 _ 3Xl Nl Xl=  (5)

( )( )( )( )
( )( )

_ 5  _ 4  _ 2  _ 0 _ 4 _ 3 _ 2 _1 _ 0  

_ 2 _1 _ 0  _ 0

Xl Xl Xl Xl Nl Ll Nl Nl Xl

Nl Nl Xl Xl

= + + = +

+
 (6)

Xl_* denotes the feature map corresponding to each step, Nl_*(-) 
denotes the corresponding nonlinear operation, and Ll_* denotes 
the corresponding linear operation. Xl_5 denotes the output of 
the entire densely connected inverse residual module, which 
is obtained by summing the module input, the output of the 
depth convolution part, and the output of the ECA channel 
attention module.

3 Results and analysis

The hardware and software environments used in this 
experiment are shown in Table 2.

Figure 7. Dense block structure diagram.

Figure 8. Add dense connection structure to the original channel 
attention improved inverse residual module. (a) Improved channel 
attention inverse residual module. (b) Densely connected inverse 
residual module.
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3.1 Dataset preparation

Image dataset

The object of this thesis was the images of apple leaf diseases. 
We collected images of apple leaves with eight different symptoms. 
The dataset included spotted leaf drop, powdery mildew, brown 
spot, gray spot, rust, blight rot, anthracnose blight, and healthy 
leaves. 700 images of leaf diseases were collected, ranging from 
60 to 140 images for each symptom. The images were taken 
under natural light conditions, and the apple variety was Red 
Fuji. The images were collected in Qixia, Shandong Province, 
China (120°64’499” E, 37°31’816” N). Examples of apple leaf 
symptoms are shown in Figure 9.

Data enhancement

When training for deep learning, the more images, the better 
the training effect would be and the stronger the generalization 
ability of the obtained model would be. Therefore, enough 
images were required for training. The 700 images we prepared 
were not enough to meet the training requirements, so we used 
data enhancement to expand the dataset and raise the quality 
of the data to improve the generalization ability and robustness 
of the model.

Geometric transformation-based data enhancement methods 
(traditional data enhancement) mostly used twisting, stretching, 

erasing, noise, etc. to expand the data. However, geometric 
transformation methods could change and remove some of 
the original features of the image, which had an impact on the 
accuracy of the training results. Therefore, we used generative 
adversarial networks (Goodfellow et al., 2020) to expand the 
dataset.

Generative adversarial network was a learning method that used 
the idea of “adversarial” to generate models by Goodfellow et al. 
It was essentially a deep learning model and was one of the most 
used methods in unsupervised data enhancement. The two 
modules of the generative adversarial network, generative and 
discriminative, confront and learn from each other as shown 
in Figure 10. Finally, the generative adversarial network could 
generate images that could be faked to achieve a great expansion 
of the dataset with a small loss of image features.

For training with GAN, we used the Adam optimization 
algorithm of the stochastic gradient descent method, which could 
use “inertia” to get the model out of the local optimal state, so 
that the model could be close to the global optimal. We set the 
Adam optimizer parameter to 0.5 and the learning rate of the 
optimizer to 0.0003. We set the noise dimension to 100, trained 
the discriminator once every 1 batch, and generated the model 
once every 5 batches. Taking apple rust as an example, the loss 
curve is shown in Figure 11, and the generated images in each 
stage are shown in Figure 12.

According to the loss curve shown in Figure 11 and the 
generated images at each stage shown in Figure 12. The GAN 
generated the network loss function and the discriminative 
network loss function no longer fluctuated drastically at 500 
times, and the quality of the generated images gradually rose 
at this time. When the number of training times reached about 
1250, the loss value started to rise, and the quality of the generated 
images started to decline. The generated images were the clearest 
at 1250 training times, and the blurred and broken images already 
appear when the number of training times reaches 1600. The 
example of the generated images is shown in Figure 12.

Figure 9. Example of 8 kinds of pictures in self-built apple disease dataset. a: powdery mildew. b: spotted leaf drops. c: brown spot. d: gray spot. 
e: healthy leaves. f: rust g: blight rot. h: anthracnose blight.

Table 2. Operating environment-related parameters.

Name Versions
CPU Intel(R) core(TM) i7-10750H CPU 

@2.60GHZ
GPU NVIDA GEFORCE GTX 1650 4G

Memory 16GB
Operating System Microsoft Windows 11 Professional (64bit)

Development framework Tensorflow、Keras
Programming language Pyhton
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only 0.54 M higher than that of MobileNet-V2. All these metrics 
illustrated the superiority of ECA-DCMobileNet and proved that 
it had better results on our self-built apple leaf disease dataset. 
The variation curves of accuracy and recall during training of 
the six models are shown in Figure 13.

As shown in Table 5, our model performed well in terms of 
classification accuracy for the eight kinds of images in the self-
built dataset. We achieved 95.6% and 96.1% accuracy for gray 
spot and rust diseases. In terms of accuracy, gray spot disease 
had the lowest of 94.5%. In terms of recall, rust disease had the 
lowest of 92.1%. In terms of F1-score, gray spot and blight rot 
were 93.9% and 92.6%, lower than others, respectively. The F1-
score of other categories were higher than 95%. The experimental 
results shown that our improved model performs well in apple 
leaf disease identification.

3.3 Visualization results analysis

To further verify the effectiveness of the improved network 
for apple leaf disease identification, we used Class Activation 
Mapping (CAM) for image visualization and obtained the 
heat map of MobileNet-V2 with the improved network ECA-
DCMobileNet, as shown in Figure 14.

The original image of apple leaf disease is shown in Figure 14(a), 
the MobileNet-V2 visualized heat map in Figure  14(b), and 
the ECA-DCMobileNet visualized heat map in Figure 14(c). 
Through the comparison between Figure 14(b) and Figure 14(c), 
the improved model has significantly increased the attention to 
the disease feature concentration area on the leaves. It also pays 
less attention to other unrelated areas. The results demonstrated 
that the improved model had enhanced directionality in judging 
disease features and improved the recognition of apple leaf diseases.

After generating an adversarial network to expand the 
dataset, we obtained a total of 11,100 images, as shown in 
Table 3. Among them, the number of healthy leaves and spots 
of deciduous disease after expansion larger than the number 
of other species. In order to avoid a skewed distribution in the 
model training due to the difference in the number of samples, 
we reduced samples to 1500 to make the number of samples in 
each category approximately the same. The size of all images 
was uniformly set to 224*224, and the data set was divided into 
training and validation sets in the ratio of 8:2.

3.2 Analysis of experimental results

On the self-built apple leaf disease dataset. Table 4 shows 
the accuracy, recall, and number of model parameters of five 
deep networks, including improving network. As can be seen 
from the table, the improved model had the highest accuracy 
and recall, reaching 96.2% and 99.5%, respectively. In terms of 
parameters, the number of parameters of the improved model was 

Figure 10. Generating adversarial network process.

Figure 11. Loss function curve of GAN.

Figure 12. Use the images generated by the generative adversarial 
network at each stage.

Table 3. Distribution of data sets.

Type Number of original 
images

Number of extended 
images

Powdery mildew 60 1200
Spot leaf 100 1500

Cercospora leaf spot 90 1500
Grey blight 70 1300

Healthy 140 1500
Rust 80 1400

Epidemic 70 1300
Colletotrichum blight 90 1400

Aggregate 700 11100

Table 4. Performance comparison of different networks.

Name Accuracy Recall Parameters /M
AlexNet 89.2% 92.6% 105
VGG16 92.8% 96.8% 138

ResNet50 95.6% 97.9% 25.6
ShuffleNet 94.5% 98.6% -

MobileNet-V2 94.7% 99.4% 2.96
New model 96.2% 99.5% 3.5
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4 Conclusion
In this paper, we proposed an improved deep network 

architecture based on MobileNet-V2. We introduced the idea 
of dense connection to improve the feature reuse ability of the 
network. The ECA attention module was added to increase the 
attention of the network to the feature regions. We used GAN 
for data enhancement and built our own dataset of apple leaf 
diseases containing eight categories. Finally, we used the ECA-
DCMobileNet to conduct experiments on the self-built dataset. 
We conducted comparative experiments on model performance:

(1) We used our model to compare performance with AlexNet, 
VGG16, ResNet50, ShuffleNet, and MobileNet-V2. The 
experiments shown that the accuracy and recall rate of 
the new model were the best, and its parameter quantity 
was also the lowest.

(2) We used the new model to test eight kinds of images in 
the self-built data set. The classification accuracy of the 
new model for eight kinds of images was greater than 
95%. The model had good generalization ability.

(3) We used Class Activation Mapping (CAM) for image 
visualization and compared the heat maps of MobileNet-V2 
and the improved network ECA-DCMobileNet. The new 
model paid more attention to the disease area on leaves, 
which proved that the new model had better feature 
extraction ability. It could provide a reference for the 
classification of apple leaf disease images.

The experimental results shown that the improved network 
achieved further improvement in classification accuracy while 
maintaining the number of parameters. Our model improved 
training and recognition efficiency. In the subsequent research, 
we will further improve the model from the practical application, 
reduce the network complexity, and apply it to target recognition.

The focus of our future work is as follow:

(1) In order to enhance the detection ability of the model, so 
that it can identify apple leaves in a variety of environments, 
we need to collect more data set images.

Table 5. Detailed classification results of various types of diseases.

Name Accuracy Precision Recall F1-score
Powdery 
mildew

98.2% 100.0% 100.0% 99.5%

Spot leaf 97.9% 97.1% 97.5% 99.1%
Cercospora leaf 
spot

97.5% 97.3% 98.1% 99.3%

Grey blight 95.6% 94.5% 92.9% 93.9%
Healthy 98.8% 100.0% 99.5% 99.8%
Rust 96.1% 94.8% 92.1% 92.6%
Epidemic 96.8% 98.6% 98.6% 98.5%
Colletotrichum 
blight

97.7% 98.3% 97.8% 98.2%

Figure 13. Comparison of recall and accuracy of six models. (a) The 
accuracy of six models. (b) The recall of six models.

Figure 14. Class activation visualization heat map. (a) Original image. (b) 
The heat map of MobileNet-V2. (c) The heat map of ECA-DCMobileNet.
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