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1 Introduction
Tomato is one of the most important crops in the world, 

which is very popular among consumers in China. Related 
research shows that the large amount of vitamin C contained 
in tomatoes which is beneficial to human health (Zhang et al., 
2017). Excessive cadmium in soil is a major problem for 
agriculture (Hédiji et al., 2010). Although cadmium is not an 
essential element for the growth of tomatoes (Sanità di Toppi 
& Gabbrielli, 1999), it is easily absorbed and accumulated by 
tomatoes (Hédiji et al., 2010; Abdel-Latif, 2008). In addition, 
some scholars pointed out that cadmium affects not only 
tomato leaves, but also tomato fruits. The higher the heavy 
metal cadmium residue in the leaves, the higher the heavy metal 
content in the fruit (Hédiji et al., 2010). At the same time, leaves 
are organs closely related to photosynthesis and respiration, so 
it is necessary to detect and analyze the content of heavy metals 
in tomato leaves under cadmium stress. Through the detection 
of tomato leaves, it is possible to determine whether the tomato 
may be contaminated by cadmium in advance (Carvalho et al., 
2018), and take relevant measures in time to avoid more harm 
to the human body and economic losses.

Up till the present moment, many scholars have studied 
the effect of heavy metals on tomatoes: Ramadan & Al-Ashkar 
(2007) investigated the effect of different fertilizers on heavy 
metals in soil and tomato plants. Yaqvob et al. (2011) studied 
two types of tomatoes under heavy metal stress and showed 
that some higher doses of heavy metals may lead to metabolic 
disturbance and growth inhibition in plant species. Piotto et al. 
(2018), used cadmium as a case study to study the tolerance 
of tomato to heavy metal toxicity, and the experiment showed 
that the dry weight of tomato decreased with the increase of 
CdCl2 concentration. Baruah et al. (2019), studied the effects 
of heavy metals on seed germination and seedling growth in 
wheat, pea and tomato, they found that tomato seeds were 
most sensitive during the germination stage and were also most 
sensitive to cadmium and copper. Bounar et al. (2020), used 
atomic absorption spectrometry to determine heavy metals in 
greenhouse-grown tomatoes and to assess human health risks. 
Most of the above studies on tomatoes and heavy metals have 
used chemical analysis methods, however, these physical and 
chemical indicators need to be carried out in the laboratory. 
The disadvantage is that the steps are cumbersome, the cost is 
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high, and the experiment time is long, and it is not suitable for 
large-scale tomato gardens.

Non-destructive testing technology was a hot topic in 
recent years. It was deeply loved by food safety scholars for 
its non-destructiveness, rapidity and accuracy. Many scholars 
used spectroscopy to carry out non-destructive testing, and 
near-infrared spectroscopy was popular in the field of food non-
destructive testing. Khan et al. (2021), used NIR spectroscopy 
and partial least squares technique to evaluate the quality of 
milk powder. Silva et al. (2021) used near-infrared and mid-
infrared spectroscopy and distinguish the origin of Coalho 
cheese. Tripaldi  et  al. (2022), used near-infrared technology 
to study the effect of frozen curd on the chemical properties 
and oxidative modification of Mozzarella cheese. Wang et al. 
(2022), used FT-NIR and LDA techniques to analyze green tea 
species. At the same time, hyperspectral technology was also 
widely used in non-destructive testing. Ma et al. (2022), used 
fractal theory and hyperspectral imaging technology to detect 
apple soluble solids. Zou et al. (2022), determined the moisture 
content in potato tubers by using hyperspectral and machine 
learning techniques. In the research on tomatoes, many scholars 
have also proposed various non-destructive testing methods. 
Zhang et al. (2021), used Vis/NIR technology and multivariate 
algorithm to evaluate the soluble solid content in tomatoes at 
different stages. Brito  et  al. (2022), used a portable Vis-NIR 
spectrometer to determine the color, titratable acidity and dry 
matter in whole tomatoes. Sun et al. (2021), used hyperspectral 
to study the effect of bruised tomato on drop and fruit size. These 
studies showed that non-destructive testing was fully applied in 
the field of tomato safety and quality, which has greatly improved 
the quality of human life. Meanwhile, it also showed the potential 
and advantages of non-destructive testing.

Partial least squares (PLS) has been developed for many 
years as an important algorithm in spectral regression analysis. 
The commonly used partial least squares regression method such 
as interval PLS (iPLS) (Norgaard. et al 2000), moving windows 
PLS (MWPLS) (Cheng et al., 2017), changeable size moving 
window PLS (CS-MWPLS) (Du et al., 2004), backward interval 
PLS (biPLS) (Leardi & Nørgaard, 2004), dynamic backward 
interval PLS (Song et al., 2020), and synergy interval PLS (siPLS) 
(Jiang et al., 2012), interval random frog (iRF) (Yun et al., 2013) 
and interval successive projection algorithm (iSPA) (De Araújo 
Gomes et al., 2013). A representative algorithm of the interval 
selection method is iPLS, this algorithm divides the spectrum 
into equal intervals then builds a PLS model on each sub-interval, 
choosing one or several intervals with the smallest root mean 
square error of cross validation (RMSECV) as the best calibration 
model (Wang et al., 2018). However, the problem of iPLS is that 
it ignores the relationship between intervals, and the calibration 
model established by interval with the smallest RMSECV may 
not be the best one (Yun et al., 2019). In order to solve the above 
problem backward interval PLS (biPLS) and synergy interval 
PLS (siPLS) were proposed to optimize the number of combined 
intervals by considering various interval combinations. These 
two algorithms are improved versions of iPLS, they select the 
best model through different interval combinations, which 
effectively improves the interpretability of the model (Yun et al 
2013). MWPLS is another type of interval selection method that 

uses a fixed size window to move throughout the full spectrum, 
then choose the informative interval with low RMSECV and low 
model complexity as the final model. The difference between 
CS-MWPLS and MWPLS is using different numbers and size of 
windows in the process of moving windows (Wang et al., 2019). 
These methods do not optimize the interval size, the number 
of combinations, and the interval position at the same time. 
From the point of view of spectroscopy and chemistry, interval 
selection methods are more promising than wavelength selection 
methods due to the better interpretability and reliability of the 
model (Wang et al., 2018). In this study, we tried to optimize the 
interval division and interval selection by Monte Carlo method 
(MC). Then the optimized algorithm was used to detect the 
heavy metal cadmium on the surface of tomato leaves.

In this paper, NIR spectroscopy and six PLS algorithms 
were combined to detect the content of heavy metal cadmium 
on the tomato leaves, so as to achieve the identification of 
tomato food safety. The specific steps are as follows: (1) Obtain 
the hyperspectral image of tomato leaves using VIS-NIR 
hyperspectral spectrometer; (2) Obtain the cadmium content in 
tomato leaves using AAS atomic method; (3) Establishment of 
leaf surface hyperspectral and cadmium content models using 
six regression algorithms; (4) Compare the prediction results 
of six regression algorithms.

2 Materials and methods
2.1 Experiment materials

The tomato dataset consists of 405 tomato leaf samples. 
The seeds came from Hongwei Seed Industry, Shandong, China. 
The seeds were grown in the modern Agriculture laboratory 
of Jiangsu University. From the seedling stage (6–7 leaves), 
concentration of 0, 0.05, 0.1, 0.2, 0.5, 1, 2, 5, 10 mg/L cadmium 
chloride (CdCl2) was used for irrigation under normal nutrient 
elements respectively. At the flowering stage, a leafless tomato 
leaf was randomly selected from each plant and had whole leaf 
mesophyll at the same leaf position. A total of 405 samples were 
collected, including 45 leaf samples at each concentration.

2.2 Vis-NIR hyperspectral collection

The visible-near infrared (Vis-NIR) hyperspectral data 
acquisition device consists of an imaging spectrometer with a 
spectral resolution of 2.8 nm (ImSpector V10E, Spectral Imaging 
Co. Ltd., Oulu, Finland), an illumination device consisting 
of two 150W fiber optical halogen lamps (2900-ER +9596-E, 
Illumination, USA), camera obscura (SC100, Beijing optical 
instrument factory, China) and electric displacement platform 
(MTS120, Beijing optical instrument factory, China). Selecting 
the whole leaf of tomato as the region of interest (ROI) to extract 
the hyperspectral data. Finally, the visible-near-infrared (Vis-
NIR) hyperspectral data were collected by the above equipment 
with a spectral resolution of 2.9 nm and a wavenumber range of 
431.05-962.45 nm (including 618 spectral channels).

After that, using Atomic Absorption Spectrometry (AAS) 
method to detect heavy metals in tomato leaves. The content of 
cadmium in the collected sample leaves was detected according 
to the cadmium heavy metal detection step in the Chinese 
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national standard GB5009.15-2014 (National Health and Family 
Planning Commission of the People’s Republic of China, 2015).

2.3 Spectral preprocessing

Appropriate spectral preprocessing methods may improve 
model robustness and interpretability (Sun et al., 2021). In this 
section 4 pre-processing methods (MSC, SNV, SG-1, SG-2) 
have been applied to the raw spectrum. Figure 1 shows the raw 
hyperspectral image, each spectral curve represents the represents 
a leaf sample. The reference values of four preprocessing methods 
were the mean of the spectrum. MSC can effectively eliminate 
spectral differences caused by different scattering levels, enhancing 
the correlation between spectra and data. SNV eliminate the 

influence of solid particle size, surface scattering and optical path 
change on NIR. SG1 and SG2 can improve the smoothness of the 
spectrum and reduce the interference of noise. The hyperspectral 
data was preprocessed by 4 methods in Figure 2. We used partial 
least squares to decide which pre-processing method is best for 
this data. Table 1 shows the results of 4 different preprocessing 
methods. From the table, the raw spectrum works best for partial 
least squares. So, this dataset would not be preprocessed.

2.4 Synergy interval PLS (siPLS)

Before introducing siPLS, we must introduce interval PLS 
(iPLS) first. IPLS was first proposed by L. Nørgaard et al., in 
2000 (Norgaard et al., 2000). It is a basic sub-interval selection 
method for other interval selection methods. IPLS divides the 
full spectral into equal sub-intervals and builds PLS model on 
each sub-interval. The sub-interval which has the minimum 
RMSECV is used to build the calibration model. The idea of 
iPLS is to find a sub-interval with the smallest RMSECV to 
replace the full-band spectrum to build the calibration model. 
Although this method effectively avoids irrelevant variables, 

Figure 2. Spectral images after 4 different preprocessing method.

Figure 1. Raw spectral image.

Table 1. Performance of four spectral preprocessing methods on tomato 
data using the partial least squares algorithm.

Pre-processing Optimal PLS 
Components RMSE R2

Raw 9 0.6398 0.9900
MSC 15 0.8269 0.9825
SNV 18 0.7878 0.9842
SG1 5 0.6291 0.9898
SG2 7 0.7321 0.9863
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but whole spectrum is replaced by only a sub-interval, and the 
interpretation of single interval model is not strong enough.

SiPLS has been improved on the basis of iPLS (Yang et al., 
2020). It divides the spectrum into equally sub-intervals then 
calculate all sub-interval PLS models on all combinations of 2, 3, or 
4 intervals. For example, if siPLS considers combining n intervals 
of m intervals, the number of sub-intervals PLS models created 
by siPLS is n

m
!

!( )!
mC

n m n
=

−
. Finally, the sub-interval combination 

with the lowest RMSECV is selected as the calibration model. 
Compared to the iPLS, siPLS adds an interval combination 
function on the basis of iPLS, and it takes into account the unequal 
distribution of variables on the spectrum (Norgaard et al., 2000; 
Jiang et al., 2012), so the calibration model is more interpretative.

In this study, siPLS was used to combine different numbers 
of intervals for building sub-PLS calibration models on each 
sub-interval combination and selecting the optimal sub-interval 
combination. The method of dividing the spectrum will be 
determined by the Monte Carlo method which is described 
as follow.

2.5 Monte Carlo method (MC method)

Monte Carlo method was first proposed by Nicholas 
Metropolis et al., in 1949 (Metropolis & Ulam, 1949). Due to 
the development of science and technology and the invention of 
electronic computers, a numerical calculation method guided by 
probability and statistics theory was proposed. It has been used in 
many fields such as Financial Engineering, and Macroeconomics, 
Computational Physics (Shapiro 2003).

In this study, MC method was used to divide the interval 
as required. A large number of siPLS models with different 
interval division methods determined by the MC method were 
produced, and then the best sub-interval combination was selected 
through the minimum RMSECV of the calibration model by 
synergy interval PLS. More detailed steps of the MC-siPLS are 
described below

2.6 Synergy interval PLS couple with Monte Carlo method 
(MC-siPLS)

The interval wavelength selection method MC-siPLS is 
based on siPLS and Monte Carlo method. In order to run the 
algorithm efficiently, some parameters need to be set before 
running the algorithm.

(1)	M: the minimum number of variables in each interval. It 
must be larger than N (maximum number of components);

(2)	N: the maximum number of components in each sub-
interval PLS model. This parameter must be smaller than 
the number of variables in each interval, which means 
N<M;

(3)	P: the number of intervals divided by MC method. This 
parameter can be determined according to the number 
of spectral variables. We recommend that the number 
of divisions is between 10 and 30, and the default value 
is 20;

(4)	R: the number of combined intervals. The recommended 
number of combined intervals is 2, 3 or 4. The default 
value is 3. (We tried to combine a large number of intervals 
such as 5 and 6, and the result was unsatisfactory and 
the running time was too long);

(5)	Q: the number of iterators. It needs to be set to a reasonable 
value, if Q is too large, the program may run for a long 
time; too small may not be able to search for the best 
interval combination. We suggest that the value of this 
parameter can be determined by the number of spectral 
independent variables and the number of intervals 
divided by MC method. The default value is 150, and 
the maximum is 300.

After setting the parameters, the detailed steps of the 
procedure are as follows:

	 Step 1: Randomly divided spectrum by MC method 
according to the above parameters;

	 Step 2: Determine whether the generated interval meets 
the requirements: the number of each sub-interval variable 
must larger than the maximum number of components 
in PLS;

	 Step 3: Calculate the RMSECV of the combined sub-
intervals based on the requirement set in advance and 
intervals divided according to the Monte Carlo method;

	 Step 4: Select and save the combination with the smallest 
RMSECV among all combinations;

	 Step 5: Choose the smallest RMSEVC from all the saved 
models as the final calibration model.

It should be noted that in Step 1, P-1 points will be randomly 
generated in the whole spectrum by the Monte Carlo method. 
The number of variables between each point including start and 
end should be larger than the maximum number of components. 
If conditions are unsatisfied, the program will regenerate the 
points.

Figure 3 shows the flow of the conventional siPLS algorithm, 
and the flow of the MC-siPLS algorithm. It can be seen from 
Figure 1B that MC-siPLS optimizes siPLS in interval division 
and selection. This is one of the main reasons why MC-siPLS 
results are better than siPLS. Another reason for the better results 
of MC-siPLS is that the final model of MC-siPLS goes through 
two different rounds of screening: 1) Select the best sub-intervals 
combination in each divided. 2) Select the best calibration model 
among all division determined by the MC method. In other 
words, the first screening can be regarded as a local screening, 
which searches for the best interval combination in each interval 
division generated by the MC method. The second screening is 
based on the results of the first screening, which can be considered 
as a global screening, choosing the best calibration model from 
the first screening result.

Because of the two selection processes, the best sub-model 
and the best interval division can be found in MC-siPLS. 
The improvement of MC-siPLS is that it optimizes the number 
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of variables in each interval. Figure 4 shows the different ways 
of dividing intervals between two methods. In Figure 4A, siPLS 
divides the interval at equal interval which means that the 
number of variables in each interval is same, and in Figure 4B, 
MC-siPLS divides the interval by MC method. It is noteworthy 
that what Figure 4B shows is only one possible interval division 
determined by the MC method. In the next division, the number 
of variables contained in the first interval may be larger than that 
in the fifth interval or may be smaller than the sixth interval. 
This process of repeatedly dividing intervals and modeling will 
be repeated until the best interval division combination is found 
or the number of iterations reaches the upper limit.

Due to the introduction of the Monte Carlo method, the 
unequal interval division is used to replace the original division 
method, which makes the siPLS algorithm produce more results 
when enumerating intervals and building models. Consider 
the situation shown in Figure 4 where there are a large number 
of irrelevant variables in the red area and a large number of 
correlated variables in the green area. Under the method of 
dividing intervals at equal intervals, the fourth and fifth intervals 
are hardly selected because the red area contains a large number 
of irrelevant variables. However, as shown in Figure 4B, due 
to the introduction of the Monte Carlo method, the interval 
is divided into unequal intervals, and the fifth interval avoids 
the area where uncorrelated variables exist. The fifth interval is 
likely to be selected during the enumeration process because 
it contains a large number of correlated variables. The more 
relevant variables, the interpretability of the model, and the 
accuracy and robustness of the model will also be improved. 
Therefore, we believe that it is a feasible solution to introduce 
Monte Carlo method to optimize the interval division of siPLS.

3 Results and discussion
3.1 Estimation of model performance

Coefficient of determination R2 and root mean square error 
(RMSE) are two common indicators to evaluate the ability of 
regression model. Coefficient of determination R2 evaluates the 
model by measuring the linear correlation between independent 
and dependent variables. Root mean square error is not much 
different from variance and standard deviation in formula form, 
but it is obviously different in physical means. The difference 
is that there is a true value in the RMSE application scenario, 
which measures the deviation of each data from the true value. 
The formula of RMSE and R2 are as (1) and (2):

2
2

1

1 ˆ|| ||
n

i i
i
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n
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where n is the number of samples; iy  and ˆiy  are the observed 
value and the predicted value, respectively. iy  is mean value of 
observation values, The subscript i indicates the sample number 
from 1 to n.

The other important parameter in PLS model is PLS 
components. Therefore, we use the root mean squared error of 
cross-validation (RMSECV) to determine the best component 
numbers. The number of components corresponding to the 
smallest RMSECV is the best value. We also use root mean squared 
error of the prediction (RMSEP) to evaluate the performance 
of the calibration model on the test data sets.

Figure 3. (A) a simple flowchart of siPLS method; and (B) A simple 
flowchart of MC-siPLS method.

Figure 4. (A) Traditional interval selection methods dividing the 
spectrum at equal intervals; (B) MC-siPLS dividing the spectrum by 
MC method at unequal intervals.
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In this paper, we evaluated the performance of MC-siPLS by 
comparing with other widely used interval selection methods, 
including iPLS, MWPLS, siPLS and biPLS. In some parameter 
selection, MC-siPLS is similar to siPLS, and they are greedy 
algorithm that investigates all possible combinations of intervals. 
Therefore, the same number of sub-intervals and the number 
of intervals combined are considered for both MC-siPLS 
and siPLS. Before running algorithms, all the datasets will be 
standardized, which means the mean is zero and the variance 
is one. The Kennard Stone (KS) method was used to divide the 
samples into calibration date set and test set. The calibration 
date set was used to select wavelength intervals and establish 
PLS calibration model.

The best number of PLS components was selected by 5-fold 
cross-validation method through the smallest RMSECV. Other 
detailed parameters such as the number of sub-intervals of biPLS, 
MWPLS and iPLS and the size of mowing windows of MWPLS 
will be described in different datasets.

3.2 Interval selection analysis

The tomato data was divided into calibration data set and test 
data set. The calibration set contains 304 samples and the test set 
contains 101 samples. In tomato dataset, the full spectrum was 
divided into 20 intervals for iPLS, biPLS, siPLS and MC-siPLS. 
The max PLS component was 10; size of mowing windows for 
MWPLS was 21; the number of combined intervals in siPLS and 
MC-siPLS was 3; the number of iterations in MC-siPLS was 150.

Table 2 shows the results of different algorithms on tomato 
dataset. From the RMSECV and R2 of tomato dataset, the methods 
except MWPLS were better than the full spectrum PLS model. 
MC-siPLS was obviously better than other wavelength interval 
selection methods, and it has the smallest RMSEP (0.5378) and 
followed by siPLS (0.6521), iPLS (0.8281), biPLS (0.8944), PLS 
(0.9161) and MWPLS (0.9228) on test dataset. The intervals 
selected by MC-siPLS were 512.77-545.70 nm, 572.87-589.92 nm, 
701.78-725.21nm and selected by siPLS were 534.70-560.12nm, 
560.97-586.50 nm, 693.98-720.00 nm.

The reason for choosing these intervals may be attributed to 
the absorption of color and overtone of X-H (X=C, O, N, etc.) 
bonds. Meanwhile, the intervals selected by iPLS siPLS MWPLS 
and MC-siPLS had overlapping intervals and main overlapping 
interval range from 510nm to 589nm, which means that this 
band contained a large number of relevant variables and plays 
a key role in calibration model construction. It should be noted 

that the intervals selected by iPLS were 534.70-560.12 nm, and 
560.97-586.50 nm. Compared to siPLS and MC-siPLS, it didn’t 
choose the information interval approximately located at 700-
720 nm. This may be one of the reasons why the results of iPLS 
are unsatisfactory. The general principle of the MWPLS is to 
generate a moving window over the entire band and all variables 
in the window are modeled using the PLS algorithm. Finally, the 
window with the smallest root mean square error was selected 
as the calibration model. According to this feature, MWPLS 
can always find the interval with the most relevant variables 
through the fixed window size. However, because it is only a 
fixed window, it lacks the function of interval combination, 
and selects an interval with the most relevant variables. This 
is one of the reasons why the results of MWPLS on calibration 
set and test set are quite different. BiPLS calculates the model 
performance after discarding one sub-interval. This way of 
choosing the interval is easy to fall into the local minimum 
situation. It finds the combination of the smallest interval, but 
did not try more possibilities, the result shows that RMSECV is 
the third smallest, however RMSEP is far larger than RMSECV.

Figure 5 shows the specified interval and overlapping interval 
selected by MC-siPLS and siPLS on the spectrum. The red 
wireframe is the spectrum selected by MC-siPLS and blue one 
is siPLS. The green area is the spectrum chosen by both siPLS 
and MC-siPLS. It is intuitive from the Figure 5 that the sub-
intervals selected by siPLS and MC-siPLS were different, but the 
intervals selected by the two algorithms have overlapping areas. 

Table 2. Results of different sub-intervals selection methods on the tomato dataset.

Method Selected wavelength intervals(nm) nVAR. Optimal PLS 
comp. RMSECV RMSEP R2

PLS 431.05-962.00 618 6 0.6398 0.9161 0.9685
iPLS 534.70-560.12, 560.97- 586.50 62 5 0.6793 0.8281 0.9791

MWPLS 560.12-577.13 21 4 0.6308 0.9228 0.9675
biPLS 482.57-507.73, 587.36-613.00, 640.47-666.32, 667.18-693.12, 

720.86-746.95, 747.82-773.97, 801.91-828.16, 910.61-936.09
247 8 0.5950 0.8944 0.9708

siPLS 534.70-560.12, 560.97- 586.50, 693.98-720.00 93 8 0.5249 0.6521 0.9825
MC-siPLS 512.77-545.70, 572.87-589.92, 701.78-725.21 88 8 0.4630 0.5378 0.9870

Figure 5. The selected intervals on the tomato dataset by MC-siPLS 
and siPLS.
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Combine the results in Table 1, the results of MC-siPLS were 
significantly better than siPLS. This means that MC-siPLS, as 
an improved version of siPLS, effectively optimizes the interval 
selected by siPLS and retains the advantages of the siPLS on 
selection interval method.

4 Conclusion
In this paper, a new interval selection method called MC-

siPLS was proposed, which based on siPLS and MC method for 
rapid non-destructive detection of heavy metal content in tomato 
leaves under different cadmium stresses. Tomato leaves were 
selected as the region of interest (ROI) to collect hyperspectral 
data by the VIS-NIR hyperspectral instrument. The dataset was 
divided into calibration dataset and test dataset by KS method. 
Finally, three characteristic intervals containing 88 variables 
were selected to determine the cadmium content of tomato 
leaves, of which, RMSECV = 0.4630, RMSEP = 0.5378, R2 = 
0.9870. This study shows that MC-siPLS is an effective method 
to improve the accuracy of the calibration model, which had 
great application potential in the nondestructive detection of 
heavy metals in tomato leaves. We believe that in the future, if 
portable VIS-NIR hyperspectral equipment can be combined 
with this technology to predict in advance whether tomato fruit 
is contaminated with heavy metals, it will bring good benefits.
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