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The van Hemmen Model in the Presence of a Random Field
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The van Hemmen model with a random field is studied to analyze the tricritical behavior in the Ising spin
glass phase. The free energy and phase diagram (7" versus H and T versus J,/J, where H is the root mean
square deviation of the magnetic field, J, and J are the ferromagnetic and root mean square deviation exchange,
respectively) are calculated for the model with discrete (or bimodal) and Gaussian distributions. For the case of
the bimodal probability distribution (random field and exchange), we have the presence of three ordered phases,
namely: spin glass (SG), mixed (]]) and ferromagnetic (F). The root mean square deviation of the random field
H destroys the spin glass and mixed phases. The mixed phase doesn’t appear with Gaussian distribution. In the
plane T versus H, we analyze the tricritical behavior for the case of the bimodal distribution, and we compare it
with the results obtained by using the Gaussian distribution that presents only second-order phase transition.
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I. INTRODUCTION

The study of the random field Ising model (RFIM) has been
a topic of great interest in recent years because of its physical
realization as a diluted Ising antiferromagnet in the presence
of a uniform magnetic field along the uniaxial direction [1].
The lower critical dimension of the RFIM, above which there
exists a stable ferromagnetic state at low temperatures, has
been suggested by Imry and Ma [2] that is d; = 2. Using
mean field approximation, the nature of the phase transition
depends on the distribution associated with the magnetic field.
For the Gaussian distribution, the phase transition is always
continuous [3], and with symmetric bimodal distribution the
phase transition is continuous in the region of low and high
temperature, becoming first order for sufficiently large values
of magnetic field (random) and low temperature[4]. Study
of the three-dimensional RFIM using Monte Carlo simulation
detects a jump in the magnetization but no latent heat for both
bimodal [5] and Gaussian[6] distributions. However, in four
dimensions a zero temperature scaling analysis [7] leads to a
first-order phase transition in the bimodal case and a contin-
uous one for a Gaussian distribution, which is in agreement
with the mean-field predictions. The use of the mean-field
approximation at zero temperature has shown that the order
parameter exponent (3) varies continuously with the disorder,
under the power law distribution of random field [8], i.e., non-
universal behavior.

The diluted antiferromagnet Fe,Zn;_,F,, due to large
crystal-field anisotropy, when submitted to an external uni-
form magnetic field become good experimental realization of
the RFIM [9] for large enough values of the concentration x.
As x decreases, they behave like Ising spin glass. The spin
glass theory has been a difficult problem in statistical me-
chanics [10]. For many years there has been great contro-
versy on whether the spin glass transition is either of ther-

modynamical or of dynamic nature. A number of physical
examples exist. The canonical cases are the metallic alloys
with substitutional magnetic impurities, such as CuMn and
AuFe. A necessary requirement sums to be a locally random
competition between ferromagnetic and antiferromagnetic in-
teractions. However this competition may have a number of
possible microscopic states, for example, fixed positions but
random exchange, fixed exchange interaction as a function of
distance but random positions (RKKY interaction), etc.

Recently, the Ising spin glass with random field in the ver-
sion of the model proposed by Sherrington and Kirkpatrick
(SK) [11] has been treated for Gaussian [12] and bimodal [13]
distributions (characterized by a mean value (H;) = 0 and the
\/(H?) ). The joint study
of spin glass and random field problems has been proposed as
an appropriate system for the description of mixed hydrogen-
bonded ferroelectrics and antiferroelectrics, the so-called pro-
ton and deuteron glasses [14, 15], which may be considered
as the electric counterparts of magnetic spin glass. On the
experimental front, certain classes of randomly dilute antifer-
romagnets [9], the phase separation of binary fluids in porous
media [16]-[18] and the liquid-vapor critical point in porous
media[19] are also all believed to be realizations of the RFIM.

Experimental works in the Fe,Zn;_,F, compound suggest
that for x > 0.40 one gets a RFIM, whereas for x <x, = 0.24
(percolation concentration) it becomes an Ising spin glass
(ISG). On the other hand, for intermediate concentrations
(0.25 < x <£0.40) a crossover between the RFIM and ISG
for small and large magnetic fields, respectively is clearly ob-
served in measurements of Feg 31Zng goF» [20]-[22].

root mean square deviation H =

In the present paper, we study the influence of the ran-
dom field on the spin glass mean field model introduced by
van Hemmen [23]. This model is exactly soluble and un-
like the Sherrington-Kirkpatrick [11] model (SK), its solution
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does not require the use of the replica trick. In spite of being
non-realistic, mean field models give a first qualitative under-
standing of the thermodynamic behavior. Among these are
the susceptibility cusp at the freezing temperature 7y and the
field-induced transition away from the spin glass phase at fi-
nite magnetic field. Recently, the quantum version (presence
of a transverse magnetic field) [24] and an additional multi-
spin interactions [25] in the van Hemmen model have been
treated in the literature.

The outline of the remainder of the paper is as follows: In
Section 2, we introduce the model, where obtain an analytical
expression for the free-energy and equations of state. In Sec-
tion 3, we exhibit and discuss the phase diagrams. Finally, in
Section 4 we present our conclusions.

II. MODEL AND FORMALISM

To treat the influence of the random field in the spin glass
phase, we generalize the van Hemmen model of spin glass,
that consists of a fully connected lattice of N Ising spins with
a random field described by the following Hamiltonian:

J
H==3 Y 8i8j= Y JijSiSj— Y Hii,
(i) (i.J) i

6]

where (i, j) denotes a sum over all possible pairs of spins,
J, represents a ferromagnetic interaction, H; is the random
field, S; = =1 is the spin variable at site i, J;; is the spin glass
random coupling given by
J

Jij = N(iiﬂj +&M:). 2
where the &;’s, 1);’s and H; are independent, identically distrib-
uted random variables with even distribution around zero and
a finite variance.

In the model (1), the ferromagnetic bonds (J,) favour a par-
allel alignment of the spins whereas antiferromagnetic bonds
(random exchange J;;) favour an antiparallel alignment. The
competition of ferromagnetic and antiferromagnetic bonds in-
duce frustration, ingredient to a spin glass model. In particu-

J

N 2
L (Em;+&m) [Z GIRHN ]
i#j i=1
so that the Eq. (1) can be rewritten as
N

J J
qf — e S — =
N(;j)s S; N

2

i=1

TIH—E,\

J
HNZ&"”" - Y Hisi,
i i

In order to study theoretically the thermal properties of the
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lar, we restrict ourselves to the cases the two different distrib-
utions: discrete (or bimodal distribution) given by

1
?(xi) = 5 [S(Xi - GX,‘) + 8()6,' + GX;‘)]? 3)
and the Gaussian (continuous distribution)
1 2 2
P(x;) = exp [—x; /(207.)] 4)
\/2m02,
where x; = &, m;,H;, o, =0, = l and 6, = \/@EH.

The parameters H and J are the square-root deviation of the
probability distribution associated with the random magnetic
field and exchange couplings, respectively.

In the thermodynamic limit N — oo, the van Hemmen model
has three order parameters [23]

. 1Y
m=131ggo{N;<Si>}, )
1 N
g1 = lim N;(éﬁ 6)
and
| N
= Jim |y L s ™
which have to be chosen in such a way that M= (m,q1,92)

minimizes a certain free-energy functional. The number of

independent random variables is 2N in contrast with NTZ of
SK model. Thus we have a random-site problem and not a
random-bond problem as in most other SG models, in agree-
ment with the experimental situation.

The second term of the Hamiltonian (1) can be separable,
ie.,
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relevant system described by the above Hamiltonian (1), we
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FIG. 1: Phase diagram in the plane 7' /J versus J, /J for the van Hem-
men spin glass model with a symmetric bimodal random field and
various magnitude of § = H/J. The full and dashed lines represent
second-order (continuous) and first-order phase transitions, respec-
tively. The ferromagnetic (F), spin glass (SG) and mixed (]]) critical
frontiers change qualitatively for increasing values of . (a) §=0.10;
(b) 8=10.20; (c) 8=0.45;(d) = 1.0.

have to calculate the partition function

Z =Tr{exp(—BH)} =Y (u|exp(—BH)|u),  (10)

for the ortogonal complete set of states |u), where we use the
Gaussian identity

1 o 2
exploo) = —— [ dvexp(~ +Va0m) (1)

Performing the trace and using steepest descent integra-
tions, we obtain, after some algebra, the following expression
for the free-energy per spin

BF(m.4) = © (Uom +204%) — (n[2cos (W], (12)

whose minimum corresponds always to g; = g2 = g and the
equations of states are given by

m— / / / P(E)P(N)P(H))dEddH tanh(BW)  (13)

and
+
g= [[[ 2@y ememagman " wnpw), (4
where W = H; +J,m+Jg(§ +n) and the notation (....),. de-
note the average over the random variable 1, § and H;.

III. RESULTS AND DISCUSSION

In the limit of null random field, the above equations reduce
to the same expressions obtained by van Hemmen [23]. The

@
1 T T ®
14
12 P 12
10 10 P
08
08
™ ™
06 sG F 06
04 0.4 se F
02 02
00
00 02 04 06 08 10 12 14 00 02 04 06 08 10 12 14
JJ J
©
1
0.84
0.6
TN P
0.4
F
024
o. T
08 12 16 2.0
J

FIG. 2: Phase diagram in the plane 7'/J versus J,/J for the van
Hemmen spin glass model with a Gaussian random field and var-
ious magnitude of 6 = H/J. The ferromagnetic (F) and spin glass
(SG) critical frontiers change qualitatively for increasing values of d:
(2) $=0.20; (b) 6 =0.45; (c) 6 =1.0.

phase diagram in the (7 /J,o) plane, where o. = J,/J and the
Boltzmann constant kg = 1, presents three ordered phases: i)
Ferromagnetic-F; ii) Spin Glass-SG and Mixed-[] phases.
The mixed phase doesn’t appear for the case of the Gaussian
distribution. The F, SG and H phases are determined by
means of two order parameter, m and g which are the magneti-
zation and the spin-glass order parameter, respectively. When
m and q are nonzero, we have the phase. The F and SG
phases are characterized by (m # 0,q = 0) and (m = 0,q # 0),
respectively. A stable phase (m,q) corresponds to a global
maximum of the free energy functional, Eq. (12), whereas a
metastable phase gives rise to a global maximum.

In Fig. 1, we present the phase diagram in the (T'/J, o)
plane for some values of & = H/J with bimodal distribution.
We also have the paramagnetic phase (P) corresponding to the
trivial solution m = g = 0. The critical frontiers (F-SG, F-T],
SG-P, SG-]] and F-P) are obtained numerically from Eq.(12)
equaling the free energies by imposing the conditions for the
m and g parameters in the respective phases (F, [], SG, P),
and also using Eqs. (13) and (14). It can be seen that the
effect of the random field is to destroy the SG and [] ordered
phases (Fig. 1a). For 8 > 8;. = 0.17 the mixed phase (]])
disappears (see Fig. 1b). An interesting behavior is observed
for small range of field magnitudes, that for 0.44 < & < 0.50
one observes a first-order phase transition in the SG-P and
F-P critical frontiers, while in the case of the F-SG critical
frontier, we don’t have latent heat, i.e., the phase transition is
of second-order (Fig. 1¢). For & > 8. = 0.5, the SG phase is
destroyed and only the F phase is present in the phase diagram
with a phase transition of first-order (Fig. 1d).

On the other hand, for the case of the Gaussian distribution
we do not observe first-order phase transition. In Fig. 2 the
phase diagram in the (T /J,o) plane for some values of & =
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FIG. 3: Phase diagram in the plane 7' /J versus H /J for the van Hem-
men spin glass model with bimodal and Gaussian random field for
a=0.

H /J with Gaussian distribution is presented. We have found

analytically a critical field &, = \/% ~ (.80, where for & >

8. the SG phase is destroyed and the F phase exists for all
value of finite random field, F-P critical line being the a phase
transition of second-order.

In Fig. 3, we present in the plane T /J versus & the behav-
ior of the critical temperature for the SG-P phase transition
for the cases of bimodal and Gaussian distributions. The most
interesting effect exhibited in Fig. 3 is the presence of a tricrit-
ical point (TCP) in the VH model when the random field de-
scribed by bimodal distribution. In the null temperature limit
we obtain &y, = 0.50 that separates the SG and P phases by
a phase transition of first-order. On the other hand, for the
case of Gaussian distribution we found the value of the criti-
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cal field 6, = \/% ~ (.80 where the temperature goes to zero
with a second-order phase transition.

IV. CONCLUSIONS

In conclusion, we have studied the van Hemmen spin
glass model in the presence of a random field. We have
analyzed the phase diagram for the cases of bimodal and
Gaussian distributions in the random field. For the case of
the bimodal distribution we observe three ordered phases,
namely: F (ferromagnetic), SG (spin glass) and [] (mixed).
The mixed phase does not appear with Gaussian distribution.
We have shown that for & > ;. = 0.17 the mixed phase
disappear, while the SG phase gets destroyed (disappear) at

4 > 0.50 for the bimodal distribution and at & > \/% ~ (.80

for the Gaussian distribution. Only the F-P phase transition
is present all through. We have observed first-order phase
transition between the SG-P and F-P phase transitions for
the case of the bimodal distribution in small range of field
magnitude 0.44 < & < 0.50. For the same probability
distribution at & > 0.50 the SG phase is destroyed and the
F-P phase transition is of first-order. On the other hand, in the
case of Gaussian distribution the phase transitions are all of
second-order.
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