## W. Huacasi

Laboratory of Mathematics,
State University of Norte Fluminense 28015620 Campos dos Goytacazes, RJ. Brazil

W. J. Mansur and J. P. S. Azevedo<br>Civil Engineering Department, COPPE Federal University of Rio de Janeiro<br>21945970 Rio de Janeiro, RJ. Brazil<br>webe@coc.ufrj.br and zepaulo@hidro.ufrj.br

## A Novel Hypersingular B.E.M. Formulation for Three-Dimensional Potential Problems


#### Abstract

In this paper a direct boundary element hypersingular formulation for three-dimensional potential problems is presented. It is shown that the integrals which arise in this formulation are Cauchy principal value integrals, i.e., divergent terms of the finite part integrals cancel one another. Since in the present formulation the collocation points are placed within boundary elements, free terms are computed by simple expressions. The resulting integrals are one-dimensional and regular, therefore can be evaluated by Gaussian quadrature. For the numerical implementation, both linear and quadratic isoparametric triangular and quadrangular elements were used. Numerical results are presented to show the efficacy of the proposed hypersingular formulation. Keywords: Boundary element method, hypersingular formulation, cauchy principal value, finite part integral


## Introduction

Hypersingular integrals play an important role in the recent development of boundary element methods (BEM). Many hypersingular integral formulations have been proposed and applied to solve boundary value problems using boundary element techniques. One can distinguish two main approaches: those which use the Cauchy Principal Value (CPV) and those which use formulations in terms of the Finite Part (FP) (see Guiggiani, 1995; Mantic, 1994; Sladek and Sladek, 1996; Tanaka, Sladek and Sladek, 1994). One of the hypersingular formulations in terms of Cauchy principal values has been developed by Mansur, Fleury and Azevedo (1997) for two-dimensional potential problems. This approach ensures that the singular terms cancel out. The hypersingular equation is obtained by assuming that the solution is Hölder continuous ruling out collocation points on edges and corners, so that discontinuous elements have been adopted. The finite part approach was used, for instance, in papers by Guiggiani (1995) and Mantic (1994) and required the evaluation of additional free terms. An alternative approach that results very simple expressions to calculate the hypersingular integral was proposed by Kolm and Rokhlin (2001), however this method is restricted to twodimensional problems only.

This paper presents a hypersingular formulation for threedimensional potential problems using Cauchy principal value integrals. These CPV integrals are computed by using Hadamard's FP, following the one-dimensional technique developed by Brandão (1987). The existence of Cauchy's principal value integrals is explained. Collocation points are placed inside the boundary elements so that free terms can be computed through simple expressions. The resulting integrals are one-dimensional and regular and can be evaluated by Gaussian quadrature. In the numerical implementation, triangular and quadrangular linear or quadratic boundary elements have been used. We compare results of numerical implementation of our formulation and BEM formulation based on the Classical Boundary Integral Equation (we call it "classical formulation").

## Nomenclature

$n(x)=$ exterior normal to the boundary
$p_{n}(x)=$ normal derivative of the potential function
$p^{*}(x, \xi)=$ normal derivative of the fundamental solution
$u(x)=$ potential function
$u^{*}(x, \xi)=$ fundamental solution
$x=$ point of the boundary
$B_{\varepsilon}(\xi)=$ small ball of radius $\varepsilon$ centered at the point $\xi$
$C_{i}=$ coefficient of the Laurent series, $i=0,1,2, \ldots$
$E=$ number of the boundary elements
$M^{e}=$ number of geometrical nodes of element $\Gamma_{e}$
$N=$ total number of functional nodes
$N_{g}=$ number of Gauss point

## Greek Symbols

$v_{x}=$ unit vector
$\xi=$ source point (functional node)
$\tau_{i}=$ orthogonal direction, $i=1,2$
$\phi_{f}\left(\eta_{1}, \eta_{2}\right)=$ interpolation functions
$\psi_{m}\left(\eta_{1}, \eta_{2}\right)=$ shape functions
$\Gamma_{e}=$ boundary element
$\Gamma_{\sigma}=$ boundary element where the source point is located

## Hypersingular Boundary Integral Equation

The solution of the boundary value problem for Laplace's equation $\nabla^{2} u=0$ in $\Omega \subset I R^{3}$ is considered here. The numerical solution of this problem can be obtained by using the Classical Boundary Integral Equation (CBIE), see Brebbia, Telles and Wrobel (1984):

$$
\begin{equation*}
c(\xi) u(\xi)+\int_{\Gamma} p_{n}^{*}(\xi, x) u(x) d \Gamma_{x}=\int_{\Gamma} u^{*}(\xi, x) p_{n}(x) d \Gamma_{x} . \tag{1}
\end{equation*}
$$

Here $x \in \Gamma, \Gamma$ is the boundary of $\Omega, \quad \xi \in I R^{3} \backslash \Gamma$ is the source point,

$$
c(\xi)=\left\{\begin{array}{lll}
1 & \text { if } & \xi \in \Omega \\
0 & \text { if } & \xi \in I R^{3} \backslash(\Omega \cup \Gamma),
\end{array}\right.
$$

$u(x)$ is the potential or density function, $n(x)$ is the exterior normal to the boundary and $p_{n}(x)=\nabla u \cdot n(x)$ is the normal derivative. The fundamental solution $u^{*}$ of Eq. (1) and its normal derivative $p^{*}$ are given by

$$
\begin{gathered}
u^{*}(\xi, x)=\frac{1}{4 \pi} \frac{1}{r} \\
p_{n}^{*}(\xi, x)=-\frac{1}{4 \pi} \frac{1}{r^{2}}\left(v_{x} \cdot n(x)\right),
\end{gathered}
$$

where $r=|x-\xi|$ and $v_{x}=\nabla_{x} r=\left(\partial r / \partial x_{1}, \partial r / \partial x_{2}, \partial r / \partial x_{3}\right)$ is a unit vector.

The hypersingular formulation arises by taking the directional derivative of Eq. (1), with respect to the source point $\xi$. Note that in three-dimensional integral equations, strong singularities and hypersingularities exist whenever the source point $\xi$ is placed on the boundary.

When the source point is situated inside the domain $\Omega$, functions $u^{*}(\xi, x)$ and $p^{*}(\xi, x)$ are regular. Thus, Eq. (1) can be differentiated along any direction $\omega$ yielding the following boundary integral equation:

$$
\begin{equation*}
p_{\omega}(\xi)+\int_{\Gamma} p_{n, \omega}^{*}(\xi, x) u(x) d \Gamma_{x}=\int_{\Gamma} u_{, \omega}^{*}(\xi, x) p_{n}(x) d \Gamma_{x} \tag{2}
\end{equation*}
$$

If the source point $\xi$ is located on $\Gamma, \Gamma$ augmented by a small ball $B_{\varepsilon}(\xi)$ centered at $\xi$ with radius $\varepsilon$ (Fig. 1). The integrals are evaluated now along a new boundary consisting of two parts: $\Gamma-\Gamma_{\varepsilon}$ and $\bar{\Gamma}_{\varepsilon}$, being $\bar{\Gamma}_{\varepsilon}$ the boundary of $B_{\varepsilon}(\xi)$, as shown in Fig. 1. The boundary integral equation obtained by this procedure is given by Eq. (3), where in order to restore the original $\Omega$ domain and $\Gamma$ boundary, one takes the limit when $\varepsilon \rightarrow 0$ in this equation:

$$
\begin{align*}
& p_{\omega}(\xi)+\lim _{\varepsilon \rightarrow 0}\left\{\int_{\Gamma-\Gamma_{\varepsilon}}\left[p_{n, \omega}^{*}(\xi, x) u(x)-u_{, \omega}^{*}(\xi, x) p_{n}(x)\right] d \Gamma_{x}\right. \\
& \left.\quad+\int_{\bar{\Gamma}_{\varepsilon}}\left[p_{n, \omega}^{*}(\xi, x) u(x)-u_{, \omega}^{*}(\xi, x) p_{n}(x)\right] d \bar{\Gamma}_{x_{\varepsilon}}\right\}=0, \tag{3}
\end{align*}
$$

where

$$
\begin{gathered}
u_{, \omega}^{*}(\xi, x)=\frac{1}{4 \pi r^{2}}\left(v_{x} \cdot \omega(\xi)\right) \\
p_{n, \omega}^{*}(\xi, x)=-\frac{3\left(v_{x} \cdot \omega(\xi)\right)\left(v_{x} \cdot n(x)\right)-(\omega(\xi) \cdot n(x))}{4 \pi r^{3}}
\end{gathered}
$$



Figure 1. Domain augmented by a hemisphere of radius $\varepsilon$ centered at $\boldsymbol{\xi}$.
The limit indicated in Eq. (3) exists in a neighborhood of $\xi$ whenever $u \in C^{1, \alpha}, \quad 0 \leq \alpha \leq 1$, i.e.:

$$
\begin{gather*}
u(x)=u(\xi)+u_{, k}(\xi)\left(x_{k}-\xi_{k}\right)+O\left(|x-\xi|^{1+\alpha}\right), \\
u_{, k}(x)=u_{, k}(\xi)+O\left(|x-\xi|^{\alpha}\right), \tag{4}
\end{gather*}
$$

for $k=1,2,3 ; \xi \rightarrow x$. The limit of the second integral in Eq. (3) can be considered by parts:

$$
I_{p^{*}}=\lim _{\varepsilon \rightarrow 0} \int_{\bar{\Gamma}_{\varepsilon}} p_{n, \omega}^{*}(\xi, x) u(x) d \bar{\Gamma}_{\varepsilon}
$$

and

$$
I_{u^{*}}=\lim _{\varepsilon \rightarrow 0} \int_{\bar{\Gamma}_{\varepsilon}} u_{, \omega}^{*}(\xi, x) p_{n}(x) d \bar{\Gamma}_{\varepsilon}
$$

Taking into account that on boundary $\bar{\Gamma}_{\varepsilon}$ :

$$
\left\{\begin{aligned}
v_{x} & =n(x) \\
u_{, \omega}^{*} & =\frac{1}{4 \pi \varepsilon^{2}}(n(x) \cdot \omega(\xi)) \\
p_{n, \omega}^{*} & =-\frac{2}{4 \pi \varepsilon^{3}}(n(x) \cdot \omega(\xi))
\end{aligned}\right.
$$

and using Eq. (4) and considering that on $\bar{\Gamma}_{\varepsilon}$ : $n_{k}(x)=\left(x_{k}-\xi_{k}\right) / \varepsilon$ one obtains:
$I_{p^{*}}=-\frac{1}{2 \pi} \lim _{\varepsilon \rightarrow 0}\left\{\int_{\bar{\Gamma}_{\varepsilon}} \frac{(n(x) \cdot \omega(\xi))}{\varepsilon^{3}} u(\xi) d \bar{\Gamma}_{\varepsilon}+\int_{\bar{\Gamma}_{\varepsilon}} \frac{(n(x) \cdot \omega(\xi))}{\varepsilon^{2}}\left(\nabla_{x} u(\xi) \cdot n(x)\right) d \bar{\Gamma}_{\varepsilon}\right\}$,

$$
I_{u^{*}}=\frac{1}{4 \pi} \lim _{\varepsilon \rightarrow 0} \frac{\int_{\Gamma_{\varepsilon}}}{} \frac{(n(x) \cdot \omega(\xi))}{\varepsilon^{2}}\left(\nabla_{x} u(\xi) \cdot n(x)\right) d \bar{\Gamma}_{\varepsilon}
$$

Therefore, Eq.(3) can be written as:

$$
\begin{align*}
p_{\omega}(\xi)- & \left.\lim _{\varepsilon \rightarrow 0} \int \frac{1}{2 \pi} \int_{\Gamma_{\varepsilon}} \frac{(n(x) \cdot \omega(\xi))}{\varepsilon^{3}} u(\xi) d \bar{\Gamma}_{\varepsilon}+\frac{3}{4 \pi} \int_{\bar{\Gamma}_{\varepsilon}} \frac{(n(x) \cdot \omega(\xi))}{\varepsilon^{2}}\left(\nabla_{x} u(\xi) \cdot n(x)\right) d \overline{\Gamma_{\varepsilon}}\right\}, \\
& =\lim _{\varepsilon \rightarrow 0} \int\left[u_{\Gamma, \omega}^{*}(\xi, x) p_{n}(x)-p_{n, \omega}^{*}(\xi, x) u(x)\right] d \Gamma_{x} . \tag{5}
\end{align*}
$$

The limit of the second integral on the 1.h.s. of equation (5) is equal to $\frac{1}{2} p_{\omega}(\xi)$, as shown in Appendix A1. Therefore, for $\omega(\xi)=n(\xi):$
$\frac{1}{2} p_{n}(\xi)-\lim _{\varepsilon \rightarrow 0} \frac{1}{} \int_{\Gamma_{\varepsilon}} \frac{(n(x) \cdot n(\xi))}{\varepsilon^{3}} u(\xi) d \bar{\Gamma}_{\varepsilon}=\lim _{\varepsilon \rightarrow 0} \int_{\Gamma-\Gamma_{\varepsilon}}\left[u_{n}^{*}(\xi x) p_{n}(x)-p_{n, n}^{*}(\xi x) u(x)\right] d \Gamma_{x}$

If the potential field is constant in the augmented domain $\Omega \cup \Omega_{\varepsilon}, \quad u(x)=u(\xi)$ and $p_{n}=0$, thus in Eq. (6):
$\lim _{\varepsilon \rightarrow 0} \frac{1}{2 \pi} \int_{\bar{\Gamma}_{\varepsilon}} \frac{(n(x) \cdot n(\xi))}{\varepsilon^{3}} u(\xi) d \bar{\Gamma}_{\varepsilon}=\lim _{\varepsilon \rightarrow 0} \int_{\Gamma-\Gamma_{\varepsilon}} \frac{\left(v_{x} \cdot n(\xi)\right)-3\left(v_{x} \cdot n(\xi)\left(v_{x} \cdot n(x)\right)\right.}{4 \pi r^{3}} u(\xi) d \Gamma_{x}$
Therefore, the equation for the normal derivative in $\xi \in \Gamma$, is obtained in the CPV form, (see Fig. 2):
$\frac{1}{2} p_{n}(\xi)=C P V \int_{\Gamma}\left\{u_{, n}^{*}(\xi, x) p_{n}(x)-p_{n, n}^{*}(\xi, x)[u(x)-u(\xi)]\right\} d \Gamma_{x},(7)$
where

$$
\begin{gathered}
u_{, n}^{*}=\frac{1}{4 \pi r^{2}}\left(v_{x} \cdot n(\xi)\right) \\
p_{n, n}^{*}=-\frac{3\left(v_{x} \cdot n(\xi)\right)\left(v_{x} \cdot n(x)\right)-(n(\xi) \cdot n(x))}{4 \pi r^{3}} .
\end{gathered}
$$



Figure 2. Domain of CPV integrations.
The integral equation for boundary derivatives (when $\xi \in \Gamma$ ) in the direction of a unit vector $\tau_{i}$ can be obtained similarly:
$\frac{1}{2} p_{\tau_{i}}(\xi)=C P V \int_{\Gamma}\left\{u_{\tau_{i}}^{*}(\xi, x) p_{n}(x)-p_{n, \tau_{i}}^{*}(\xi, x)[u(x)-u(\xi)]\right\} d \Gamma_{x}$,
where

$$
\begin{gathered}
u_{, \tau_{i}}^{*}=\frac{1}{4 \pi r^{2}}\left(v_{x} \cdot \tau_{i}(\xi)\right) \\
p_{n, \tau_{i}}^{*}=-\frac{3\left(v_{x} \cdot \tau_{i}(\xi)\right)\left(v_{x} \cdot n(x)\right)-\left(\tau_{i}(\xi) \cdot n(x)\right)}{4 \pi r^{3}}
\end{gathered}
$$

The integral equations (7) and (8), obtained here in CPV terms, can also be calculated, following Brandão (1987), as FP integrals, by using Taylor expansion and polar coordinates, as shown in the Section 3. In addition to the normal derivative, two tangent derivatives in two arbitrary orthogonal directions $\tau_{\mathrm{i}} \quad(i=1,2)$ can be calculated in order to define completely the gradient at any boundary point.

## Existence of the Cauchy's Principal Value

The Hölder continuity condition, Eq. (4), is necessary for the existence of CPV. If the integral with hypersingular kernel exists in the CPV sense, this integral exists as a sum of finite parts. The developments to be performed in what follows require two successive coordinates changes; the first from cartesian to natural coordinates and the second from natural to polar coordinates:

$$
\begin{equation*}
h=\int_{\Gamma} p_{n, n}^{*}(\xi, x) \Phi\left(\eta_{1}, \eta_{2}\right)|G| d \eta_{1} d \eta_{2}=\int_{\Gamma_{\rho, \theta}} F(\rho, \theta) d \Gamma_{\rho, \theta} \tag{9}
\end{equation*}
$$

with

$$
\begin{gather*}
F(\rho, \theta)=\frac{F_{2}(\theta)}{\rho^{2}}+\frac{F_{1}(\theta)}{\rho}+O(1),  \tag{10}\\
s=\int_{\Gamma} p_{n, n}^{*}(\xi, x)|G| d \eta_{1} d \eta_{2}=\int_{\Gamma_{\rho, \theta}} f(\rho, \theta) d \Gamma_{\rho, \theta}, \tag{11}
\end{gather*}
$$

with

$$
\begin{gather*}
f(\rho, \theta)=\frac{f_{2}(\theta)}{\rho^{2}}+\frac{f_{1}(\theta)}{\rho}+O(1),  \tag{12}\\
g=\int_{\Gamma} u_{, n}^{*}(\xi, x) \Phi\left(\eta_{1}, \eta_{2}\right)|G| d \eta_{1} d \eta_{2}=\int_{\Gamma_{\rho, \theta}} g(\rho, \theta) d \Gamma_{\rho, \theta}, \tag{13}
\end{gather*}
$$

where

$$
\begin{equation*}
g(\rho, \theta)=\frac{g_{1}(\theta)}{\rho}+O(1) \tag{14}
\end{equation*}
$$

Expressions (10), (12) and (14) can be used to calculate CPV in terms of finite parts. The existence of CPV in Eq. (7) and taking into account Eqs. (7), (9) and (11) yield:

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \int_{0}^{2 \pi} \ln |\varepsilon|\left[f_{1}(\theta)-F_{1}(\theta)\right] d \theta=0 \tag{15}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \int_{0}^{2 \pi} \frac{1}{\varepsilon} \frac{\left[F_{2}(\theta)-f_{2}(\theta)\right]}{\beta(\theta)} d \theta=0 . \tag{16}
\end{equation*}
$$

The results above can be easily checked since $F_{2}=\phi_{0}^{f} f_{2}$ and $F_{1}=\sum_{f}\left(\phi_{0}^{f} f_{1}+\frac{T_{1}}{4 \pi A^{3}} \phi_{1}^{f}\right)$, see Appendix A3. Likewise, for Eq. (13), one has:

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \int_{0}^{2 \pi} \ln |\varepsilon| g_{1}(\theta) d \theta=0 \tag{17}
\end{equation*}
$$

This is due to the presence, in $g_{1}$, of the inner products of orthogonal vectors, (see Section 4.1). Therefore, with (15), (16) and (17)

$$
\frac{1}{2} p_{n}(\xi)=C P V \int_{\Gamma}\left\{u_{, n}^{*}(\xi, x) p_{n}(x)-p_{n, n}^{*}(\xi, x)[u(x)-u(\xi)]\right\} d \Gamma_{x}
$$

holds, as well as

$$
\begin{array}{r}
\operatorname{CPV} \int_{\Gamma}\left\{u_{, n}^{*}(\xi, x) p_{n}(x)-p_{n, n}^{*}(\xi, x)[u(x)-u(\xi)]\right\} d \Gamma_{x} \\
=\underset{\Gamma}{f}\left\{u_{, n}^{*}(\xi, x) p_{n}(x)-p_{n, n}^{*}(\xi, x)[u(x)-u(\xi)]\right\} d \Gamma_{x} \tag{18}
\end{array}
$$

In formulations in which $p^{*}$ is not multiplied by $[u(x)-u(\xi)]$ one must not to ignore free terms. In Eq. (6), for instance, the integral on the r.h.s. does not exist in the CPV sense but its finite part can be computed. The left hand side of Eq. (6) can be written as a Laurent series as

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0_{\Gamma-\Gamma_{\varepsilon}}} \int\left[u_{n}^{*}(\xi, x) p_{n}(x)-p_{n, n}^{*}(\xi, x) u(x)\right] \Gamma_{x}=C_{0}+\frac{C_{-1}}{r}+\frac{C_{-2}}{r^{2}}+\ldots+C_{1} r+C_{2} r^{2}+\ldots \tag{19}
\end{equation*}
$$

when $r \rightarrow 0$; the terms containing $C_{1}, C_{2}, \ldots$ vanish and one is left with $C_{0}$ (the finite part) plus terms which tend to infinity with growing orders of singularity. Eq. (19) has no limit; thus

$$
\begin{equation*}
\frac{1}{2} p_{n}(\xi)-\lim _{\varepsilon \rightarrow 0} \frac{1}{2 \pi} \int_{\bar{\Gamma}_{\varepsilon}} \frac{(n(x) \cdot n(\xi))}{\varepsilon^{3}} u(\xi) d \bar{\Gamma}_{\varepsilon} \tag{20}
\end{equation*}
$$

has no limit either, but it has the same finite part and same singular terms coefficients $C_{1}, C_{2}, \ldots$. The lack of analysis of the existence of this limit is one of the reasons for errors when computing the free terms in earlier formulations (Guiggiani et al., 1992). The formulation presented here, Eq. (7), includes all free terms without leaving out any terms.

If the boundary is not smooth when the source point is at a corner, additional free term arises from the discontinuity of the normal vector at the collocation point on the boundary. The detailed analysis and evaluation of the free terms in this case is given in Mantic and Paris (1995).

Therefore, a general formulation (7), for smooth or not smooth boundaries, does not require the computation of other free terms;
these are included in the r.h.s. of Eq. (7) except the $p_{n}(\xi)$ coefficient (l.h.s) that will depend on the interval angle at $\xi$.


Figure 3. Quadrangular and triangular parametric elements.

## Numerical Implementation

The boundary $\Gamma$ is subdivided into $E$ elements, i.e., $\Gamma=\sum_{e=1}^{E} \Gamma_{e}$ in order to get an approximate solution. The boundary geometry is discretized by triangular or quadrangular elements as shown in Fig. 3. The global Cartesian coordinates $x_{1}, x_{2}, x_{3}$ at any point in an element $\Gamma_{e}$ are expressed in terms of shape functions $\psi_{m}\left(\eta_{1}, \eta_{2}\right)$, The functional variation of $u(x)$ and $p_{n}(x)$ is defined by interpolation functions $\phi_{f}\left(\eta_{1}, \eta_{2}\right)$ which can be taken as constant, linear or quadratic. Thus:

$$
\begin{array}{ll}
x_{k}=\sum_{m=1}^{M^{e}} \psi_{m} x_{k_{m}}, & \frac{\partial x_{k}}{\partial \eta_{l}}=\sum_{m=1}^{M^{e}} \frac{\partial \psi_{m}}{\partial \eta_{l}} x_{k_{m}}, \\
u(x)=\sum_{f=1}^{N^{e}} \phi_{f} u_{f}, & p_{n}(x)=\sum_{f=1}^{N^{e}} \phi_{f}\left(p_{n}\right)_{f},
\end{array}
$$

where $M^{e}$ is the number of geometrical nodes of element $\Gamma_{e}$, $N^{e}$ is the number of functional nodes of element $\Gamma_{e}, k=1,2,3$ and $l=1,2$. Equation (7) can be separated into a regular and a singular part. Let $\Gamma_{\sigma}$ be the singular element where the source point is located. Considering the smooth boundary and denoting $p_{n}\left(\xi_{i}\right)$ by $\left(p_{n}\right)_{i}$ and $u\left(\xi_{i}\right)$ by $u_{i}$ one has

$$
-0.5\left(p_{n}^{\sigma}\right)_{i}=\sum_{\substack{e=1 \\ e \neq \sigma}}^{E} \sum_{\left.\substack{N^{e}} h_{i f}^{e} u_{f}^{e}-\sum_{\substack{e=1 \\ e \neq \sigma}}^{E} \sum_{f=1}^{N^{e}} g_{i f}^{e}\left(p_{n}^{e}\right)_{f}+\sum_{f=1}^{N^{e}} h_{i f}^{\sigma} u_{f}^{\sigma}-u_{i}^{\sigma}\left(s_{i}^{\sigma}+\sum_{\substack{e=1 \\ e \neq \sigma}}^{E} s_{i}^{e}\right)-\sum_{f=1}^{N^{e}} g_{i f}^{\sigma}\left(p_{n}^{\sigma}\right)_{f}\right)}
$$

with the following influence coefficients:

$$
\begin{gathered}
h_{i f}^{e}=\int_{\Gamma_{e}} p_{n, n}^{*} \phi_{f}^{e}\left(\eta_{1}, \eta_{2}\right)|G| d \eta_{1} d \eta_{2} \\
g_{i f}^{e}=\int_{\Gamma_{e}} u_{, n}^{*} \phi_{f}^{e}\left(\eta_{1}, \eta_{2}\right)|G| d \eta_{1} d \eta_{2} \\
s_{i}^{e}=\int_{\Gamma_{e}} p_{n, n}^{*}|G| d \eta_{1} d \eta_{2},
\end{gathered}
$$

where $f=1 \ldots N^{e}$ is the number of the functional nodes of $u$ and $p_{n}$ on the element $\Gamma_{e}$. The total number of functional nodes is $N$ ( $N=\sum_{e=1}^{E} N^{e}$ ). Thus these coefficients are accumulated in the $H_{i, j}$ and $G_{i, j}$ matrices, for $N$ functionals nodes, as indicated below:

$$
-0.5\left(p_{n}\right)_{i}=\sum_{j=1}^{N}\left(\hat{H}_{i, j} u_{j}-\hat{S}_{i} \delta_{i j} u_{j}\right)-\sum_{j=1}^{N} \hat{G}_{i, j}\left(p_{n}\right)_{j}
$$

or

$$
\begin{equation*}
\sum_{j=1}^{N} H_{i, j} u_{j}=\sum_{j=1}^{N} G_{i, j}\left(p_{n}\right)_{j} \tag{21}
\end{equation*}
$$

$H_{i, j}=\hat{H}_{i, j}-\hat{S}_{i} \delta_{i j}, \quad G_{i, j}=\hat{G}_{i, j}-0.5 \delta_{i j}, \quad \hat{S}_{i}=\sum_{e=1}^{N E} s_{i}^{e}$,
where $\delta_{i, j}$, is the Kronecker's delta. In matrix form: $[H]_{\{U\}}=[G]\left\{P_{n}\right\}$, where $[H]$ and $[G]$ are full nonsymmetric matrices of order $N$.

## Singular Integrals

The influence coefficients in the elements $\Gamma_{e}, \quad e \neq \sigma$ can be evaluated using Gaussian quadrature. To determine the influence coefficients containing singularities (element $\Gamma_{\sigma}$ ), one simply has to write the original integral as simple integrals by using directly Taylor expansion around the singular point $\xi^{\prime}=\xi\left(\eta_{1}, \eta_{2}\right)$ in polar coordinates, as described in Appendix A3 (see Huacasi, 1999; Guiggiani et al., 1992 and Mantic, 1994). Following Brandão (1987), the one-dimensional CPV integrals are simply computed as the sum of FP integrals, as shown in Appendix A2, (see Hadamard, 1923; Brandão, 1987 and Huacasi, 1999), thus avoiding subtractions and additions usually adopted to separate singular and
regular integral terms as can be seen in Guiggiani et al., 1992; Karami and Derakhshan, 1999.

If quadrilateral plane elements are used, it is convenient to subdivide the singular element into triangles and, following Brandão (1987), the coefficient $h_{i f}^{\sigma}$ becomes a one-dimensional regular integrals which can be evaluated using Gaussian quadrature over the four triangles, i.e:

$$
\begin{equation*}
h_{i f}^{\sigma}=\sum_{\Delta=1}^{4}\left\{\sum_{g=1}^{N_{g}}\left[F_{1}(\theta) \ln \hat{\rho}(\theta)-\frac{F_{2}(\theta)}{\hat{\rho}(\theta)}\right] \frac{\theta_{f}-\theta_{i}}{2} \omega_{\theta}^{g}\right\}, \tag{22}
\end{equation*}
$$

where $N_{g}$ is the number of Gauss points. For curved elements, expression (22) below holds, being worthwhile noting that Brandão's approach has been used in conjunction with some developments presented by Guiggiani et al. (1992) to transform natural to polar coordinates, that is:
$h_{i f}^{\sigma}=\sum_{\Delta=1}^{4}\left\{\sum_{g=1}^{N_{g}}\left[F_{1}(\theta) \ln \left|\frac{\hat{\rho}(\theta)}{\beta(\theta)}\right|-F_{2}(\theta)\left(\frac{\gamma(\theta)}{\beta^{2}(\theta)}+\frac{1}{\hat{\rho}(\theta)}\right)\right] \frac{\theta_{f}-\theta_{i}}{2} \omega_{\theta}^{g}\right\}$,
where $\theta=\frac{\theta_{f}-\theta_{i}}{2} \theta_{g}+\frac{\theta_{f}-\theta_{i}}{2}, \quad \hat{\rho}$ is defined in Appendix A2 and $F_{2}(\theta), F_{2}(\theta), \gamma(\theta), \beta(\theta)$ in Appendix A3. Similarly for $S_{i}^{\sigma}$, one has:

$$
\begin{equation*}
s_{i}^{\sigma}=\sum_{\Delta=1}^{4}\left\{\sum_{g=1}^{N_{g}}\left[f_{1}(\theta) \ln \hat{\rho}(\theta)-\frac{f_{2}(\theta)}{\hat{\rho}(\theta)}\right] \frac{\theta_{f}-\theta_{i}}{2} \omega_{\theta}^{g}\right\} \tag{24}
\end{equation*}
$$

and

$$
\begin{equation*}
s_{i}^{\sigma}=\sum_{\Delta=1}^{4}\left\{\sum_{g=1}^{N_{g}}\left[f_{1}(\theta) \ln \left|\frac{\hat{\rho}(\theta)}{\beta(\theta)}\right|-f_{2}(\theta)\left(\frac{\gamma(\theta)}{\beta^{2}(\theta)}+\frac{1}{\hat{\rho}(\theta)}\right)\right] \frac{\theta_{f}-\theta_{i}}{2} \omega_{\theta}^{g}\right\} \tag{25}
\end{equation*}
$$

Polar coordinates are used in $g_{i f}^{\sigma}$ to evaluate it directly; in this case, the order of the singularity, after the coordinate transformation, is $O\left(\rho^{-1}\right)$. Alternatively, $g_{i f}^{\sigma} \quad$ can be calculated also by:

$$
\begin{equation*}
g_{i f}^{\sigma}=\sum_{\Delta=1}^{4}\left\{\sum_{g=1}^{N_{g}} g_{1}(\theta) \ln \left|\frac{\hat{\rho}(\theta)}{\beta(\theta)}\right| \frac{\theta_{f}-\theta_{i}}{2} \omega_{\theta}^{g}\right\} \tag{26}
\end{equation*}
$$

where

$$
g_{1}(\theta)=\frac{T_{2} \phi_{0}^{f} G_{0}}{4 \pi A^{3}}
$$

Therefore, in the three-dimensional boundary element formulation presented here, all singular boundary integrals can be evaluated as one-dimensional Riemann integrals.

## Validation

In order to show the efficacy of the proposed hypersingular formulation two examples are considered here. The functional nodes (source points $\xi$ ) are always located inside the element. As the problems are symmetric, only a quarter or one-half of the domain was discretized. The full domain is taken into consideration by using appropriate reflection of the symmetric elements. To solve the resulting system of linear equations the Gauss method is used.

Example 1. The solution of Laplace's equation in a hollow cylinder with length $l=50$ units is analyzed now, where the potential on the inner surface is $u=100$ and on the outer surfaces is $u=0$; on upper lateral surfaces $p_{n}$ is considered and $x_{I} x_{2}$ is a symmetry plane, the boundary is discretized using quadrilateral isoparametric quadratic boundary elements. The results for hypersingular and classical formulation are given in Table 1.


Figure 4. Example 1. Discretization.

Table 1. Normal derivative of potential calculated by classical and hypersingular formulations using quadratic isoparametric elements.

| $\theta$ | $l=22.9 ;$ |  | $r=80$ | $l=22.9 ;$ |  | $r=30$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Normal Derivative |  | Normal Derivative |  |  |  |
|  | Classical | Hypersingular | Classical | Hypersingular |  |  |
| $85^{\circ}$ | 1.278122 | 1.280202 | - <br> 3.417681 | -3.454093 |  |  |
| $75^{\circ}$ | 1.279165 | 1.288170 | - <br> 3.423176 | -3.464768 |  |  |
| $65^{\circ}$ | 1.278122 | 1.280202 | - <br> 3.417681 | -3.454093 |  |  |
| $55^{\circ}$ | 1.278122 | 1.280202 | - <br> 3.417681 | -3.454093 |  |  |
| $45^{\circ}$ | 1.279165 | 1.288170 | - <br> 3.423176 | -3.464768 |  |  |
| $35^{\circ}$ | 1.278122 | 1.280202 | - <br> 3.417681 | -3.454093 |  |  |
| $25^{\circ}$ | 1.278122 | 1.280202 | - <br> 3.417681 | -3.454093 |  |  |
| $15^{\circ}$ | 1.279165 | 1.288170 | - <br> 3.423176 | -3.464768 |  |  |
| $5{ }^{\circ}$ | 1.278122 | 1.280202 | - <br> 3.417681 | -3.454093 |  |  |

Example 2. In this example, Laplace's equation is solved in a sphere with a cavity is analyzed. A horizontal symmetry plane has been used so that only half of the boundary had to be discretized. The boundary conditions are: the potential $u=10$ and $u=5$ on the interior and exterior surfaces, respectively. The solution obtained is shown in Table 2.


Figure 5. Example 2. Discretization.

Table 2. Normal derivative of the potential along the intersecting planes: $x_{3}=-0.25$ with the sphere $r=1$, and $x_{3}=-0.5$ with the sphere $R=2$, calculated by classical and hypersingular formulations using quadratic isoparametric elements.

| $x_{3}=-0.25, \quad$ radius $r=1$ |  |  | $x_{3}=-0.5, \quad$ radius $R=2$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Coordinates | Normal Derivative |  | Coordinates | Normal Derivative |  |
| $x_{1} \quad x_{2}$ | Classical | Hypersingular | $x_{1} \quad x_{2}$ | Classical | Hypersingular |
| 0.770 -0.586 | -10.02226 | -10.09819 | 1.5391 .172 | 2.478522 | 2.478896 |
| 0.959 -0.130 | -9.930579 | -9.999921 | 1.9180 .259 | 2.501745 | 2.505482 |
| 0.895-0.370 | -10.00043 | -10.10981 | 1.7890 .741 | 2.481408 | 2.473390 |
| 0.130 -0.959 | -9.930579 | -9.999921 | 0.2591 .918 | 2.501745 | 2.505482 |
| 0.586 -0.770 | -10.02226 | -10.09819 | 1.1721 .539 | 2.478522 | 2.478896 |
| 0.370 -0.895 | -10.00043 | -10.10981 | 0.741 | 2.481408 | 2.473390 |
| -0.586 -0.770 | -10.02226 | -10.09819 | -1.172 1.539 | 2.478522 | 2.478896 |
| -0.130 -0.959 | -9.930579 | -9.999921 | -0.259 1.918 | 2.501745 | 2.505482 |
| -0.370 -0.895 | -10.00043 | -10.10981 | $\begin{array}{ll}-0.741 & 1.789\end{array}$ | 2.481408 | 2.473390 |
| -0.959 -0.130 | -9.930579 | -9.999921 | -1.918 0.259 | 2.501745 | 2.505482 |
| -0.770 -0.586 | -10.02226 | -10.09819 | -1.539 1.172 | 2.478522 | 2.478896 |
| -0.895 -0.370 | -10.00043 | -10.10981 | -1.789 0.741 | 2.481408 | 2.473390 |
| -0.770 0.586 | -10.02226 | -10.09819 | -1.539 -1.172 | 2.478522 | 2.478896 |
| $\begin{array}{ll}-0.959 & 0.130\end{array}$ | -9.930579 | -9.999921 | -1.918 -0.259 | 2.501745 | 2.505482 |
| $\begin{array}{ll}-0.895 & 0.370\end{array}$ | -10.00043 | -10.10981 | -1.789 -0.741 | 2.481408 | 2.473390 |
| -0.130 0.959 | -9.930579 | -9.999921 | -0.259 -1.918 | 2.501745 | 2.505482 |
| -0.586 0.770 | -10.02226 | -10.09819 | -1.172 -1.539 | 2.478522 | 2.478896 |
| -0.370 0.805 | -10.00043 | -10.10981 | $\begin{array}{lll}-0.741 & -1.789\end{array}$ | 2.481408 | 2.473390 |
| $\begin{array}{ll}0.586 & 0.770\end{array}$ | -10.02226 | -10.09819 | $\begin{array}{ll}1.172 & -1.539\end{array}$ | 2.478522 | 2.478896 |
| $0.130 \quad 0.959$ | -9.930579 | -9.999921 | 0.259 -1.918 | 2.501745 | 2.505482 |
| 0.370 | -10.00043 | -10.10981 | 0.741 -1.789 | 2.481408 | 2.473390 |
| 0.9590 .130 | -9.930579 | -9.999921 | $\begin{array}{ll}1.918 & -0.259\end{array}$ | 2.501745 | 2.505482 |
| $\begin{array}{ll}0.770 & 0.586\end{array}$ | -10.02226 | -10.09819 | $1.539-1.172$ | 2.478522 | 2.478896 |
| $\begin{array}{ll}0.895 & 0.370\end{array}$ | -10.00043 | -10.10981 | $\begin{array}{ll}1.789 & -0.741\end{array}$ | 2.481408 | 2.473390 |

The tests show good agreements of the results obtained by implementation of our hypersingular with the classical formulation results.

## Conclusions

The hypersingular formulation discussed in this paper in terms of CPV is direct and simple. The choice of collocation points located inside the boundary elements allows to compute the free terms through simple expressions. The existence of the Cauchy principal value is explained by showing that divergent terms of the finite part integral cancel each other. The one-dimensional Brandão's technique to calculate the CPV integrals used to solve three-dimensional problems leads to integrals which are regular onedimensional and that can be calculated by Gaussian quadrature. The numerical solution of the test examples show good agreement with the classical formulation, validating the proposed formulation and the technique used to evaluate the CPV integrals.
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## Appendices

## A1. The Second Integral on the I.h.s. of Eq. (5)

Let $x$ be any point of $\bar{\Gamma}_{\mathcal{E}}, n(x)$ a unit normal vector, $\left\{\tau_{1}(\xi), \tau_{2}(\xi), n(\xi)\right\}$ an orthogonal coordinate system at the point $\xi$, where $n(\xi)$ is normal to $\Gamma$ at $\xi$. Then, in spherical coordinates, we have (Fig.1):

$$
x=(\varepsilon \sin \phi \cos \theta, \varepsilon \sin \phi \sin \theta, \varepsilon \cos \phi)
$$

and

$$
n(x)=\tau_{1}(\xi) \sin \phi \cos \theta+\tau_{2}(\xi) \sin \phi \sin \theta+n(\xi) \cos \phi .
$$

Thus
$\left(\nabla_{x} u(\xi) \cdot n(x)\right)=\left(\nabla_{x} u(\xi) \cdot \tau_{1}(\xi) \sin p c o \theta+\left(\nabla_{x} u(\xi) \cdot \tau_{2}(\xi) \sin \phi \sin \theta+\left(\nabla_{x} u(\xi) \cdot n(\xi)\right) \cos \right.\right.$
$\equiv p_{\tau_{1}}(\xi) \sin \phi \cos \theta+p_{\tau_{2}}(\xi) \sin \phi \sin \theta+p_{n}(\xi) \cos \phi$.
Taking $\omega(\xi):=n(\xi)$ we have $(n(x) \cdot \omega(\xi)) \equiv(n(x) \cdot n(\xi))=\cos \phi$. Then, changing from orthogonal coordinates to spherical ones, we get:
$\int_{\bar{\Gamma}_{\varepsilon}}(n(x) \cdot n(\xi))\left(\nabla_{x} u(\xi) \cdot n(x)\right) d \bar{\Gamma}_{\varepsilon}=\varepsilon^{2} \int_{0}^{2 \pi} d \theta \int_{0}^{\Phi(\theta)} p_{n}(\xi) \cos ^{2} \phi \sin \phi d \phi$.

Since for any $\theta, 0 \leq \theta \leq 2 \pi$, we have $\lim _{\varepsilon \rightarrow 0}=\frac{\pi}{2} \quad$ (see Fig. 1), then

$$
\lim _{\varepsilon \rightarrow 0} \frac{3}{4 \pi} \int_{\bar{\Gamma}_{\varepsilon}} \frac{(n(x) \cdot n(\xi))}{\varepsilon^{2}}\left(\nabla_{x} u(\xi) \cdot n(x)\right) d \bar{\Gamma}_{\varepsilon}=\frac{1}{2} p_{n}(\xi)
$$

Similarly, taking $\omega(\xi):=\tau_{1}(\xi)$ and $\omega(\xi):=\tau_{2}(\xi)$ we obtain as the limit of this integral values $0.5 p_{\tau_{1}}(\xi)$ and $0.5 p_{\tau_{2}}(\xi)$ respectively. Thus

$$
\lim _{\varepsilon \rightarrow 0} \frac{3}{4 \pi} \int_{\bar{\Gamma}_{\varepsilon}} \frac{(n(x) \cdot \omega(\xi))}{\varepsilon^{2}}\left(\nabla_{x} u(\xi) \cdot n(x)\right) d \bar{\Gamma}_{\varepsilon}=\frac{1}{2} p_{\omega}(\xi) .
$$

## A2. CPV Computation

Considering parametric coordinates instead of global Cartesian coordinates, one has for the CPV integral:

$$
h_{i f}^{\sigma}=C P V \int_{-1-1}^{1} \int_{n, n}^{1} p_{f}^{*}\left(\eta_{1}, \eta_{2}\right)|G| d \eta_{1} d \eta_{2}
$$

When the transformation to polar coordinates $(\rho, \theta)$ is used, this integral can be written in FP terms. When a coordinate system with origin point $\xi^{\prime}=\left(\xi_{1}^{\prime}, \xi_{2}^{\prime}\right)$ (image of $\xi$ in parametric transformation) is considered, the following relation holds:

$$
\left.\begin{array}{l}
\eta_{1}=\xi_{1}^{\prime}+\rho \cos \theta \\
\eta_{2}=\xi_{2}^{\prime}+\rho \sin \theta
\end{array}\right\} \quad d \eta_{1} d \eta_{2}=\rho d \rho d \theta
$$

then

$$
\begin{equation*}
h_{i f}^{\sigma}=\lim _{\varepsilon \rightarrow 0} \int_{0}^{2 \pi} \int_{\rho_{\varepsilon}(\theta)}^{\hat{\rho}(\theta)} F(\rho, \theta) d \rho d \theta, \tag{A2.1}
\end{equation*}
$$

$F(\rho, \theta)=p_{n, n}^{*} \phi_{f}|G| \rho=O\left(\rho^{-2}\right)=\frac{\left\{3 r_{i} n_{i}(\xi)\left(r_{k} G_{k}\right)-G_{i} n_{i}(\xi)\right\}}{4 \pi r^{3}} \phi_{f} \rho$.
Performing the Taylor expansion of $F(\rho, \theta)$ (see Appendix A3) one has

$$
\begin{equation*}
F(\rho, \theta)=\frac{F_{2}(\theta)}{\rho^{2}}+\frac{F_{1}(\theta)}{\rho}+O(1) . \tag{A2.2}
\end{equation*}
$$

Only the first two terms of the series need to be considered, since $\lim _{\rho \rightarrow 0}$ of the others vanish.

Note that there is no need to be restricted to the first two terms of the Taylor series; in fact, any order of singularity can be dealt with following the approach presented here. The $n-1$ first terms of the Taylor expansion (A2.2) in polar coordinates can be used to remove singularities of order $n-1$, whenever $u \in C^{n-2, \alpha}$ in the neighborhood of $\xi$. This idea was used previously by Karami and Derakhshan (1990) in order to generalize the procedure presented in Guiggiani et al. (1995).

Now, from (A2.1) and (A2.2) one obtains:

$$
h_{i f}^{\sigma}=\lim _{\varepsilon \rightarrow 0} \int_{0}^{2 \pi} \int_{\rho_{\varepsilon}(\theta)}^{\hat{\rho}(\theta)}\left(\frac{F_{1}(\theta)}{\rho}+\frac{F_{2}(\theta)}{\rho^{2}}\right) d \rho d \theta
$$

For plane elements, following Brandão (1987), one can write:

$$
h_{i f}^{\sigma}=\int_{0}^{2 \pi}\left[F_{1}(\theta) \ln \hat{\rho}(\theta)-\frac{F_{2}(\theta)}{\hat{\rho}(\theta)}\right] d \theta
$$

with

$$
s_{i}^{\sigma}=\int_{0}^{2 \pi}\left[f_{1}(\theta) \ln \hat{\rho}(\theta)-\frac{f_{2}(\theta)}{\hat{\rho}(\theta)}\right] d \theta
$$

and expressions (21) and (23) are obtained. When curve elements are used, taking advantage of the results of Guiggiani et al. (1992):

$$
h_{i f}^{\sigma}=\int_{0}^{2 \pi}\left[F_{1}(\theta) \ln \left|\frac{\hat{\rho}(\theta)}{\beta(\theta)}\right|-F_{2}(\theta)\left(\frac{\gamma(\theta)}{\beta^{2}(\theta)}+\frac{1}{\hat{\rho}(\theta)}\right)\right] d \theta
$$

with

$$
s_{i}^{\sigma}=\int_{0}^{2 \pi}\left[f_{1}(\theta) \ln \left|\frac{\hat{\rho}(\theta)}{\beta(\theta)}\right|-f_{2}(\theta)\left(\frac{\gamma(\theta)}{\beta^{2}(\theta)}+\frac{1}{\hat{\rho}(\theta)}\right)\right] d \theta .
$$

## A3. Taylor Expansion of the Integrand

When:

$$
F(\rho, \theta)=f(\rho, \theta) \phi_{f},
$$

$$
f(\rho, \theta)=p_{n, n}^{*}|G| \rho=\frac{\left\{3 r_{i} n_{i}(\xi)\left(r_{k} G_{k}\right)-G_{i} n_{i}(\xi)\right\} \rho}{4 \pi r^{3}}
$$

and using polar coordinates, the Taylor expansion of each term is:

$$
\begin{gathered}
r_{, i}=\frac{x_{i}-\xi_{i}}{r}=\frac{A_{i}}{A}+\rho\left(\frac{B_{i}}{A}-A_{i} \frac{A_{k} B_{k}}{A^{3}}\right)+O\left(\rho^{2}\right), \\
A_{i}=\left.\frac{\partial x_{i}}{\partial \eta_{1}}\right|_{\eta=\xi^{\prime}} \cos \theta+\left.\frac{\partial x_{i}}{\partial \eta_{2}}\right|_{\eta=\xi^{\prime}} \sin \theta, \\
B_{i}=\left.\frac{\partial^{2} x_{i}}{\partial \eta_{1}^{2}}\right|_{\eta=\xi^{\prime}} \frac{\cos ^{2} \theta}{2}+\left.\frac{\partial^{2} x_{i}}{\partial \eta_{1} \partial \eta_{2}}\right|_{\eta=\xi^{\prime}} \sin \theta \cos \theta+\left.\frac{\partial^{2} x_{i}}{\partial \eta_{2}^{2}}\right|_{\eta=\xi^{\prime}} \frac{\sin ^{2} \theta}{2},
\end{gathered}
$$

where $A$ and $B$ are the magnitudes of vectors having components $A_{i}$ and $B_{i}$. For the remaining components:

$$
\begin{gathered}
r^{n}=\rho^{n} A^{n}\left(1+n \rho \frac{A_{k} B_{k}}{A^{2}}\right)+O\left(\rho^{n+2}\right), \\
\frac{1}{r^{3}}=\frac{1}{\rho^{3} A^{3}}-\frac{3 A_{k} B_{k}}{\rho^{2} A^{5}}+\frac{1}{\rho} \\
G_{k}=G_{k}\left(\xi^{\prime}\right)+\rho\left[\left.\frac{\partial G_{k}}{\partial \eta_{1}}\right|_{\eta=\xi^{\prime}} \cos \theta+\left.\frac{\partial G_{k}}{\partial \eta_{2}}\right|_{\eta=\xi^{\prime}} \sin \theta\right]+o\left(\rho^{2}\right)=G_{k_{0}}+\rho G_{K_{1}}+O\left(\rho^{2}\right),
\end{gathered}
$$

$$
\begin{gathered}
\phi_{f}=\phi_{f}\left(\xi^{\prime}\right)+\rho\left[\left.\frac{\partial \phi_{f}}{\partial \eta_{1}}\right|_{\eta=\xi^{\prime}} \cos \theta+\left.\frac{\partial \phi_{f}}{\partial \eta_{2}}\right|_{\eta=\xi^{\prime}} \sin \theta\right]+o\left(\rho^{2}\right)=\phi_{0}^{f}+\rho \phi_{1}^{f}+O\left(\rho^{2}\right), \\
3 r_{i} n_{i}(\xi)\left(r_{k} G_{k}\right)-G_{i} n_{i}(\xi)=\rho\left[3 \frac{A_{i} n_{i}(\xi)}{A^{2}}\left(B_{k} G_{k_{0}}+A_{k} G_{k_{1}}\right)-G_{i_{1}} n_{i}(\xi)\right]-G_{i_{0}} n_{i}(\xi), \\
T_{1}=G_{i_{0}} n_{i}(\xi), \quad T_{2}=A_{i} n_{i}(\xi), \\
T_{3}=G_{i_{1}} n_{i}(\xi), \quad P=B_{k} G_{k_{0}}+A_{k} G_{k_{1}}, \\
F(\rho, \theta)=-\frac{1}{4 \pi}\left[\frac{-T_{1} \phi_{0}^{f}}{\rho^{3} A^{3}}+\frac{1}{\rho}\left(\frac{3 A_{k} B_{k}}{A^{5}} T_{1} \phi_{0}^{f}+\frac{1}{A^{3}}\left[3 \frac{T_{2}}{A^{2}} P \phi_{0}^{f}-T_{3} \phi_{0}^{f}-T_{1} \phi_{1}^{f}\right]\right)\right], \\
f_{1}(\theta)=-\frac{1}{4 \pi}\left[\frac{3 A_{k} B_{k}}{A^{5}} T_{1}+\frac{1}{A^{3}}\left(3 \frac{T_{2}}{A^{2}} P-T_{3}\right)\right], \\
f_{2}(\theta)=\frac{1}{4 \pi} \frac{T_{1}}{A^{3}},
\end{gathered}
$$
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