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ABSTRACT

The continued and diversified growth of social ratwe has changed the way in which users
interact with them. With these changes, what onae kmited to social contact is now used for
exchanging ideas and opinions, creating the neednéav features. Users have so much
information at their fingertips that they are ureatd process it by themselves; hence, the need to
develop new tools. Recommender systems were deactlop address this need and many
techniques were used for different approaches te froblem. To make relevant
recommendations, these systems use large setsapfndd taking the social network of the user
into consideration. Developing a recommender systehtakes into account the social network
of the user is another way of tackling the probl@the purpose of this project is to use the
theory of six degrees of separation (Watts 2003)ragat users of a social network to enhance
existing recommender systems.

Keywords Recommender Systems, Social Networks.

1. INTRODUCTION
1.1. Position and Explanation

In the past, the study of knowledge discoveryatatlases, and more specifically
of recommender systems (systems that filter refewaiormation to a specific user
according to his/her profile), was limited to thatal available to researchers. With the
Internet explosion, new opportunities and challesnggve arisen in this research field.

More recently, the online social network phenonmehas enabled access to the
user’'s profile and preferences. This has allowectrsge databases available on the
Internet to be collected and used in experimentgdsgarch (GroupLens Research
2010).

The importance of research on recommender systeses from the wide scope
of the available information, making it difficulbf the user to access relevant items and
raising the need for tools that help perform thiskt
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For this same reason, the generation of good remmdations has been
commercially exploited by large companies. Althoutjiese recommendations are
acceptable, they still present several problemg ddta used often does not correctly
reflect the client's preferences. The items puretagre not always intended for the
buyers themselves. They may be gifts, and thisrfadtes the data unreliable (Gupta,
Jain e Song 2008).

Most recommender systems researched and in aperaake recommendations
without taking into consideration any knowledge atbthe recommended items. For
that reason, they must take into account all dadaesknown by the system.

However, because of the easy access to largeigesuaf information, usually
beyond processing capacity in a reasonable respgonse recommender systems not
only need to deal with the quality of the recomnediwhs, but they also must filter the
available base with which they are going to work.

In order to verify a possible solution to this latdity problem (section 2.4.4.7)
and reduce the volume of information, this artiokends to use the concept that people
closer to a person in a social network have mdtaeence on his/her opinions (Mendes
2008). This way, the existing data space may beédev based on the degree of
separation among the individuals within the sooieiwork and still generate relevant
recommendations in a database that would othematbe processed due to its extent.

1.2. Objective

Recommender systems are widely used in seveffgratit domains for the
recommendation of articles, music, movies, and geple. Portals such as Amazon
and Submarino use recommender systems to suggedtgs to their customers.
Meanwhile, social networks such as LinkedIn andebaok use them to suggest new
contacts.

To accomplish that, the most used techniques egmaglan recommender
systems are (section 2.4.3): The collaborativerfitiy and content-based systems. The
collaborative filtering does not take into accotiré type of items, nor their attributes. It
takes exclusively into account the expressed opiaioout the other items in order to
make recommendations. Meanwhile, content-basestifiti uses the knowledge it has
of the items and their attributes to make recomragads.

These techniques perform well, but they emploteli solutions to solve the
scalability problem (section 2.4.4.7) and be ablprbcess high chunks of data.

This article looks for a new solution, differenbiin the one normally employed.
The objectives of this article are:

« From an assessment database, similar to GrouglénsupLens Research
2010) initiative, complemented with the relatiomsamg the participants,
in such a way that is possible to draw the grapihefsocial network;

 Evaluate the benefits to recommender systems atigih from the
knowledge provided by the social network. This Hate has missing

! A cluster is composed by a group of linked computeat uses a special type of operational system,
called distributed system. It is often built froraditional computers (PCs) connected to a netwiinky
communicate with each other through the systenratipg as a single big machine.
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values that are treated as non-evaluated itemsriReender systems try
to predict the user’s evaluation of an item that hat yet been evaluated.
Based on the concept that people who are morelglosanected have
more influence on each other’'s opinions (Mendes820this article will
try to predict these missing values based on o#latiso as to generate
more relevant results.

. Evaluate the applicability and imputation effiatgrnof the missing
evaluations with refeeds (section 2.3), using ttieniified degrees of
separation among participants. Verify, in contrast the traditional
approach, if there are scenarios in which thisiagpbn is more useful.

At the end of this article, results will be preseh which indicate whether
dividing the data base by degrees of separatiati¢se2.2) will have a positive effect
on the results.

2. FOUNDATIONSAND TECHNOLOGIES
2.1. Social Networks

Social networks are node structures (individualsrganizations) connected by
social ties. The organization of each network ddpesn the surroundings in which it
was generated and operates. Each network hasieufmarbrganization of its members
and, especially, of its facilitators’ political ¢ute and shared objectives (Amaral 2004).
The social network represents a set of independentbers joining ideas and resources
based on shared values and interests (Marteletb) 200

It is important to understand the classificatidmetworks, as well as how they
are formed. In “The Small World” model, ties ardaddished randomly and some
people are able to transform the network into allswald. In the book “Six Degrees of
Separation — Small World”, Watts (Watts 2003) dssas the idea that the average
distance between two people on the planet doeexu#ed approximately 6 people,
considering there are some random ties among grdups topic will be discussed in
more detail in section 2.2.

2.2. Six degreesof separation theory

Six degrees of separation is related to the idetadne person is only six “steps”
away from any other person on Earth. So, in a saefavork, in order to connect two
people, six or fewer intermediaries would be neetlet is, it is believed that two
individuals can be connected through a maximumadduaintances (Figure 2.1 Six
Degrees of Separation
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Figure 2.1 Six Degrees of Separation
Source: (Watts 2003)

In his doctorate thesis, Michael Gurevich (Gurbvi®61) produced a seminal
work in his empirical studies of social networksisture. The Austrian mathematician
Kochen Manfred, involved in an urban statisticsjgert extended these empirical
results to a mathematic manuscript (Sola Pool anchkn 1978) and concluded that in
a population as big as the USA, without social dtre, ‘it's virtually correct to say
that two individuals can get in touch with each esththrough at least two
intermediaries. In a socially structured populatitms is less probable, but it still can
happen, and maybe if we consider the whole worfzlfation, probably only one more
transition individual is needed”

Simulations performed in 1973, using relativelyited computers, produced
more realistic predictions of 3 degrees of sepamatatmong the US population,
anticipating the results of the American psychdodstanley Milgram, whose study
(Milgram 1967) showed that “people in the US seenbé connected on average by a
chain of three acquaintances. The simulations digdhowever, speculate on the planet
interactions”.

In 2001, Duncan Watts (Watts 2003), a Columbiaversity professor tried to
recreate Milgram’s experiment on the internet, gsan email message as a "package"
to be delivered. The experiment involved 48,000sen and 19 intended recipients (in
157 countries). Watts found the average numbentefmediaries remained around 6.
Note that this was not the highest number of inezhiaries.

2.3. Sequential Imputation

Imputation is any automatic or semi-automatic pthee capable of filling in
missing values in data bases (Goldschmidt and B&3@b). Imputation methods, once
restricted to the statistics domain, are now mo@ved and present implementations
based on Artificial Intelligence (IA) or even in lwd constructions (Farhangfar,
Kurgan and Pedrycz 2007) (Lakshminarayan, Harp,Sardad 1999).

Imputation processes can be distinguished by #paaty of imputing missing
values that occurs in a univariate or multivariagg. The imputation is univariate when
the missing values are present in only one ateibnt this scenario, several techniques
are commonly applied, such as:
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* Replacement with a central trend value: The missliaig of quantitative
variables are replaced with the variable’s means Thean may be the
average of the observed data or the average asupgrith more similar
characteristics to the missing data, identifiedoly or more categorical
variables found in the database.

» “Hot deck”: The individual whose observed data mdssely resembles
that of the individual with the missing data inat@n to the auxiliary
variables is located. The missing data is then amgul with the
corresponding matched data.

 Regression: The imputed values are predicted throwggression by
simply using one or more existing variables to methe missing value of
another variable similar to the previous one. Twmes of regression may
be used for the imputation: regression and regresgiith an additive
component of the error variance.

However, due to the increased complexity and @dealsizes in past years, there
has been an intensification of research and deseop related to the mechanisms for
multivariate imputation, when missing values areaged in two or more attributes
(Schafer 1997).

There are two ways of approaching the solution rfarltivariate problems
(Vanbuuren, et al. 2006): joint modeling or fullpnditional specification. Joint-
modeling consists of using statistical models (liBayesian network) to stimulate
missing values in all attributes at once.

Conditional specification techniques are geneedlim literature as sequential
imputation (Commission and Europe 2000), in whioh missing values to be imputed
are processed in a sequential manner based obutdsi (Lepkowski, et al. 2001)
(Oudshoorn, Buuren, and Rijckevorsel 1999) or meo(Kim, Kim e Yi 2004)
(Verboven, Branden e Goos 2007). The main chaiatiteof imputing the missing
values sequentially is the breakdown of a multatgriproblem into several univariate
problems, which can be solved by the well-knowritranal technique of univariate
imputation. (Oudshoorn, Buuren, and Rijckevorsé&l@9Gelman and Hill 2006).

2.4. Recommender Systems
2.4.1. Introduction

The explosive growth of the World Wide Web (wwih)e emerging popularity
of e-commerce and social networks have providecesscdo a large quantity of
information, which was previously inaccessible. If@aing data is not a problem
anymore, but the extraction of useful informatiord ats presentation to the user in a
relevant way is. Recommender systems have beenlogedeto help fill the gap
between information collection and analysis, biefihg all available information and
presenting the most relevant items to the user nRlese Varian 1997). The
recommender system helps enhance the capacity faciérey of this process. The
biggest challenge of this type of system is findihg perfect match between those
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recommending and those receiving the recommendatibat is, defining and
discovering the relation between their interests.

Information systems that filter relevant informoat for a specific user
based on his/her profile are known as Recommeng&e®s. A recommender system
usually compares the user profile with some refegecharacteristic and attempts to
predict the evaluation a user would provide of dipalar item that has not yet been
considered. E-commerce websites are currently thiea mterest group of recommender
system usage, employing different techniques td fimore appropriate products for
their clients and to raise sales volume.

There are two approaches to recommender systeatisbGrative filtering and
content-based systems, which will be explained @taits in section 2.4.3. Some
authors, like Montaner (Montaner, Lopez, and d&kbaa 2003), highlight the existence
of a third type of information filtering, called wh®graphic filtering. This filtering
method is not part of the scope of this articlewdweer, this method uses a person’s
description to determine the relation between @ifipatem and the type of individual
who may be interested in the particular item. Tkiisd of approach uses peoples’
descriptions to determine the relations betweenitame and the type of person who
may be interested in that particular item. The ysefile is created by grouping users in
stereotype classifications that represent the cheniatics of a class of users. Personal
data are usually requested from the user througtstration forms used to create a
characterization of the user and his/her interests.

One of the algorithms commonly used in recommemsi@tems is K-NN
(section 2.4.5.1). In a social network we may fmedghbors of a specific user with the
same tastes or interests. In order to do thisPdgason Correlation coefficient must be
calculated through the selection of top-N neighljonesferred data of a specific user
(weighted similarity) and use specific techniques calculate whether the user’s
preference can be predicted.

2.4.2. Evaluations

The users may make explicit or implicit evaluasioiexplicit evaluations are
usually a discrete value that belongs to a limgetl of possible numerical values for
each item (Resnick e Varian 1997), like a Likepeyscale. Implicit evaluations offer
the advantage of reducing the user workload andiswally extracted from the buying
history or the behavior while browsing through sitthat require some type of
evaluation.

2.4.2.1Likert SCALE

On a Likert-type scale (Table 2.1 Likert scalelg answers to each item vary
according to an intensity degree. This scale wattiesl, equally spaced categories and
the same number of categories in all items is wideded. It is formed by a set of
phrases or sentences with positive or negativei@msn The evaluator (user) has to rate
his/her degree of agreement, from “I strongly dieayj (level 1) to “I totally agree”
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(level 5, 7 or 11), depending on the number of levan the scafe(Chisnall 1973)
(Likert 1932).

Table2.1 Likert scales

Value Graphicrepresentation Textual representation

5 A Aok A K Excellent
4 g g i ¢ Very good
3 % ¥ ¥ Good

2 pA gk e Fair

1 A Poor

2.4.3. Collaborative filtering and content-based filtering

(Balabanovic and Shoham 1997) defined two mainagghes to recommender
systems: collaborative filtering and content-badétkring. For the collaborative
filtering, the recommendation is based on the amlgf similar users to indicate items
of preference. For content-based filtering, theomemendation is made through the
analysis of items which are similar to the onesuber has already seen and evaluated.

2.4.3.1.Collaborative Filtering

In this type of filtering, recommendations are m&aésed on predictions of user
preferences resulting in interactions between otisers. This type of filtering usually
offers a higher degree of surprise to the usdn gatod recommendations and, in some
cases, may offer totally irrelevant contents. Gmlative filtering systems are trying to
include people in the filtering systems, since thagy better assess documents than any
computer task (Resnick e Varian 1997).

Z Likert previously recommended a scale of 5 poibts,is currently recommending the use of scales of
5, 7 or 11 points based on individual's lack ofcdiminatory capabilities when the scale has many
answer possibilities, or based on the fact thit when the scale has many possibilities is it Entio

the continuumof our opinion.
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I Item for which prediction
i L e— i is sought
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: Prediction
u |
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(T Ty woes Tod TOP-N
1 list of items for the

active user

Active user
Input (ratings table) CF-Algorithm Output interface

Figure 2.2 Collaborative Filtering
Source: (Sarwar, et al. 2001)

A first approach to this type of filtering (Reskie Varian 1997) establishes
recommendations based on items consumed by ustrgh@isame consumption pattern
as the current user (Figure 2.2 Collaborative Filte

It is used mainly in e-commerce systems, such mazdn and Submarino. To make
this type of approach easier to understand, letsiclerx a user and; a set consisting
of the topi users whose buying pattern is more similaz’®(since they bought some
of the same products x has brought). Now considetors £,n), wherep is a product
andn is the number of times this product was purchédmsed X;. If the vector sety,mn)
is sorted in s descending order hy the result will be an order for product
recommendation fox. A variation may apply different weights to uséis based on
their relation tox users.

In the approach related to collaborative filteringis possible to solve the
problem found in the recommendation approach usomjents (section 2.4.3.2), where
the user only receives items with similar conteftewever, this approach does not
solve other problems, such as the insertion of iemws into the base that will only be
recommended after a certain number of users hae aad assessed them. Another
issue is handling users who do not have similagregsts in other members of the
population. Thus, this unique user will not haveergein which the collaborative
recommender system can base itself on. This aret egbues are described in section
2.4.4.

2.4.3.2.Content-Based Filtering

The content-based filtering approach (Figure 28tént-based Filtering
) is based on the premise that the user would tikeee similar items as to those
previously seen by him (Balabanovic e Shoham 19@/dh information on a specific
content and data about a specific user that carelaéed to this information, it is
possible to define the relation between user anatecd. This approach employs
content-based filtering techniques, for exampldterfing by keyword and latent
semantic analysis.
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e
Item [:> Item
Ontology Attributes

User Ratings
[:> Recommender [:> Recommended
I System items
User Data Model

Figure 2.3 Content-based Filtering
Source: (Lorenzi 2006)

For example, a book about programming could bemacended to students of
computer related courses. This is the basis ofectiitased recommendations which, in
contrast to collaborative filtering, does not uke telations among users to define the
content. For this reason, the recommendation baseaontents usually does not
surprise the user, since the relation and the mesaxs$ by the system to recommend can
be inferred directly by the user, even if unconssigp.

24.4. RECOMMENDER SYSTEMSISSUES
2.4.4.1.Cold Start

The issue withCold Startis more prevalent in recommender systems. The
problem occurs at the start of the system (no assmss from other users). A
recommender system usually compares the user eraofiith some reference
characteristics. These characteristics can be basednformation (content-based
approach) or on the user’s social environment gboltative filtering approach). In
content-based approach, the system should be abigatch the characteristics of an
item to relevant characteristics in the user’s ifgoin order to do that, a model with
sufficient detailed information on the user, inghglhis/her tastes and preferences must
first be built. This can be done in explicitly (lmpnsulting the user) or implicitly
(observing the user’s behavior). In both casesCiblel Startissue requires the user to
dedicate to creating his/her profile before thetesys can begin any relevant
recommendation. Because of t@eld Startissue, items not previously assessed
would be ignored in the collaborative filtering apach.
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2.4.4.2. Gray Sheep

If a user has rare tastes, the recommendatiomiglye accurate, as there are no
“close neighbors”. This problem is called gray shd®esnick and Varian 1997)
(Lorenzi 2006). In the collaborative filtering sgst, a user with this profile is not easily
related to other users in the system, making ficdit to recommend items. In the
content-based filtering system, even if the user daare profile, the recommendation
of items related to this profile is not an issuagce recommendations are more generic.
For example, if the system identifies that a userinterested in technology and
oceanography, it will easily recommend these itéoihe user, even if only unpopular
items have been evaluated.

2.4.4.3.Early-Rater

When a new item emerges, it cannot be recommetadadiser before a person
assesses it (Resnick and Varian 1997) (Lorenzi 2(086s issue is clearly identified in
collaborative filtering. When a new item with noeugssessment or recommendations
is inserted, it cannot be recommended. In contased filtering, knowing the contents
of an item is enough to enable a recommendati@nuser.

2.4.4.4 SPARSE EVALUATIONS

When there are few users and many items, the &vahs may become sparse
and it becomes difficult to find similar users (Re& e Varian 1997) (Lorenzi 2006). In
collaborative filtering, this issue is easily idéed because the filtering is completely
based on the users assessment of the item. Inemwbésed filtering, the
recommendation does not depend on the number of ase items, but rather on their
profiles and contents.

2.4.4.5.Super-SPECIALIZATION

Only items that are similar to those previoushaleated by the user will be
recommended. Exploring new item categories is nesible (Resnick and Varian 1997)
(Lorenzi 2006). In content-based filtering, thisus is clearly identified. A user whose
profile has been defined will always receive iterefated to this profile, and any
personal profile modification (outside the systemi) not be reflected on the system. In
collaborative filtering, item recommendation is ro@sed on the user’s initial profile,
but rather on his/her actions and relation to otisers.

2.4.4.6.Serendipity

This is related to the lack of surprise in theoramendation. Products that are
not related to the user’s profile may never be maoended (Resnick and Varian 1997)
(Lorenzi 2006). This problem occurs in content-lolafsiéering, since the recommended
contents will always belong to the same group irgdaback to the user profile.
Meanwhile, in collaborative filtering, the surprisecurs more frequently, since similar
users may have evaluated completely different itthom those seen by the original
user.
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2.4.4.7.Scalability

When the quantity of users, items and evaluatisriseo large, the system that
executes real-time calculations of the relation®m@gnusers may provide a very long
response time and may need computer resourcesatbahot available. This is a
common problem in both approaches. However, inabollative filtering, this issue is
more evident as the calculations are done usingsells and all items. In content-based
filtering, calculations are done using only onerwamad all related items, considering all
attributes (Resnick and Varian 1997) (Kajimotoale2007).

2.4.5. RECOMMENDER SYSTEM TECHNIQUES

The objective of recommender systems is to prokedemmendations based on
recorded information on the users’ preferencegssélsystems use information filtering
techniques to process information and provide ter with potentially more relevant
items. This section presents collaborative filtgriachniques based on users and items
(J., et al. 1999) (Sarwar, et al. 2001).

ForK users andM items, users’ evaluations are represented it tkeV
matrix, user-item (Figure 2.4 User x Item Matrix
). Each elemenk, . = indicates that usek evaluated itemm with r, wherer
€{1,..,Irl}, that is, this item has been evaluated. Ang, = 0 indicates that the
evaluation is unknown.

iy i iy

=

1

7
t= " Xy s

Uy

Figure 2.4 User x Item Matrix
Source (Wang, P. and J.T. 2005)

User-item matrix (Figure 2.4 User x Iltem Matrix
) may be decomposed into row vectors:

T
X = [y, ., uy ), U, = [xk,l’ ""xi'{,u"’f] k=1, .. K

WhereT stands for transposition. Each row vectaf, corresponds to a user
profile and represents a particular item evaluatidbhis decomposition leads us to
collaborative filtering based on users.

Alternatively, the matrix may also be represeriigadolumn vectors:

T
X =Tl tlipg = [Xrmr s fgns] »m=1, ., M
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Where each column vectai,, corresponds to a specific item, which has been
evaluated by alK users. This representation results in the itenedbascommendation
algorithm.

2.4.5.1.Based On users (k-NN)

The closest k-neighbor algorithm (k-nearest nedgh)y originally proposed in
(Cover and P. E. 1974), is based on the similaatycept to build a group of objects
(the closest users) from where candidates areatattan order to impute the evaluation
of an item. The similarity concept is based on itlea of distance. Perhaps the
Euclidean distance is the most preferred in litemtbecause it was the first to be
proposed or perhaps because of its calculationlsitygFerlin 2008).

Collaborative filtering based on users predicer uisterest in an item based on
evaluations of similar users (J., D. and C. 1998)dt al. 1999). As shown in Figure 2.5
Evaluation prediction based on user similarities
, each user profile is classified based on itsimigarity to the user profile, for which
the prediction is being made. The evaluations peréa by the most similar users have
more influence on the prediction of the item evabarafor the relevant user. The list of
the most similar users may be identified by usingufactor or by selecting the most
similartop-Nusers.

A UBI S 5] JSE[ pIL0S

ﬁ SUR

I:I Unknown Fating
=

Figure 2.5 Evaluation prediction based on user similarities
Source (Wang, P. and J.T. 2005)

The Euclidean distance and the Pearson cormelaiice common
similarity measures in collaborative filtering (Pt, al. 1994) and will be discussed in
sections 2.4.6.1 and 2.4.6.2, respectively. Thetiexj methods differ in the way they
handle unknown evaluations. Unknown evaluations bwynterpreted as a zero value
evaluation (P., et al. 1994), or by interpolafiai the mean of the user's evaluations
and the mean of the evaluations of similar useraluations (Xue, et al. 2005).

After defining the most similar users, using oklyown evaluations of these
users, the evaluation of the specific user is edgoh (P., et al. 1994).

® Through interpolation, we can create a functiait Bomewhat “fits” this specific data, thus giyin
them the desired continuity.
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The user based recommendation algorithm (RetyrNt@ms from list A, sorted by
the average of the evaluations in descending order

) can be described as the process of recommertdimg for a user this way:

for each user v (that is not u)
compute the similarities between u and v
add the most similar users to the list L of u {idiors”
for each item i evaluated by a user in L but natleated by u
for each user v in L that has evaluated i
compute the similarity s between u and v
Multiply the evaluation of v for item i by weight(g; = a,; *s)
incorporate the weighted evaluation into the mefathe evaluations for item i
add the mean of the evaluations of item i toAist

Return top-N items from list A, sorted by the averafithe evaluations in descending order

Algorithm 1 Recommendation algorithm based on user
Source: (Owen, et al. 2010)

First of all, the most similar users are identifi@ order to know which items
they find interesting. These items are consideedamdidates for recommendation to
intended users.

2.4.5.2Slope-One

This approach pre-computes the average differeet@een the evaluations of
each pair of items previously evaluated by the .u$be Slope-One system is being
recommended as the new reference system for recodensystems in production by
(Lemire e Maclachlan 2005) for the following reason

e Supports dynamic updates: The addition of new examlos to the system
changes all predictions instantaneously;

« Efficient when consulted: The searches are fastndliough the system
requires larger storage capacity than other appesac

* A user with few evaluations should receive relevacbmmendations;

* Reasonably precise: Several approaches “competehéomost accurate
prediction. However, even the smallest gain in igren is not always
worth the sacrifice in simplicity or scalability.

As an example, let's suppose that people who edjaye movie “Carlito’s
Way” apparently also liked another movie starredAbyacino, “Scarface”. However
they seem to like “Scarface” more. Let's supposa thn a five star scale (section
2.4.2.1), most people who watched “Carlito’'s waydvg the movie 4 starts and
“Scarface” 5 stars. According to this reasonifgniother person gave “Carlito’s Way”
3 stars, it would be possible to assume that tmsesperson would give “Scarface” 4
starts, one more star. Furthermore, people whouated “Scarface” gave “The
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Godfather” the same rating. Subsequently, a userevialuated “Carlito’s Way” with 2
stars and “The Godfather” with 4 stars would hai&hler evaluation estimation for
“Scarface” calculated the following way: Based be evaluation of “Carlito’s Way”,
2.0 + 1.0 = 3.0. Based on the evaluation of “Thelf@tner”, 4,0 + 0,0 = 4,0. By
calculating a simple average of these two evaloatithe estimated evaluation equals
(3,0+4,0)/2=3,5. This is the essence of the Slope-&pproach.

The name Slope-One originates from the fact tmtrécommendation algorithm
is based on the assumption that there is a lirdation between the evaluation values
of two items, and that it is usually possible tdireate the evaluations of an item Y
based on the evaluations of an item X, using aalifienction similar to Y = mX + b.
Slope-One further simplifies this assumption by lgipg value 1 to m. Therefore,
simply find value b = Y — X, and calculate the age difference of the evaluation
value for each pair of items.

This represents a significant preprocessing pbase addthe average difference
di,j, to list D
), in which all differences are computed:

for each item i
for each item j (not i)
for each user u that evaluated i and j
adds the difference (b 7,& a,) to an average

add the average differencg, do list D

Algorithm 2 Slope-One pre-processing
Source: (Owen, et al. 2010)

After the preprocessing phase, the recommendeerayiat uses Slope-One is able to
make recommendations.

for each item i not evaluated by user u
for each item j not evaluated by user u
find the average difference between i and jshii
adds this difference to u’s evaluation of j;(a d ;)
adds this value to an average

returns top-N items sorted by these averages

Algorithm 3 Slope-One processing
Source: (Owen, et al. 2010)

Slope-Ongerformance does not depend on the number of irsetfee matrixk
x M (Figure 2.4 User x Iltem Matrix
). It depends exclusively on the average differendevéen every pair of items, which
can be pre-computed. Further, this structure caaffi@ently updated. Simply update
the average difference whenever there is a newuatiah or a change in an existing
preference. (Owen, et al. 2010).
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However, please note that the memory requiremestsssary to store all these
differences grow exponentially according to the bemof items (itenf§ (Owen, et al.
2010).

2.4.6. Similarity metrics

Similarity metrics are functions that numericatheasure the similarity degree
between two entities. As far as recommender sys@m@asconcerned: items or users.
Metrics are usually needed in recommender systemich entities are compared one
by one, and the similarity measure is the instrunused to distinguish, among entities,
the similar and non-similar candidates (Webber 1998

The similarity metrics summarize, by a measurengortance, the similarity of
each attribute level and are used to model theaatee among them. Consequently, any
math-oriented calculation is valid, such as theghtsd average. However, it is still
possible to perceive the similarity evaluation aprablem of recognizing standards
within the entity space (Cover and P. E. 1974).

2.4.6.1.EUCLIDEAN DISTANCE

In mathematics, Euclidean distance (or metricatiict) is the distance between
two points, which can be proved by the repeatediagin of the Pythagorean
Theorem. If this formula is applied as distance, Buclidean space becomes a metric
space.

The idea makes sense for recommender systers, ifsers were represented as
points in a space with several dimensions, oneéch item, where the coordinates are
the evaluation value. This metric computes the iHaah distance between these two
points (users). This value by itself is not a valichilarity metrics because higher values
would mean bigger distance and lower level of santies. The values have to be lower
when the users are more similar. For that, in degysmplementation, the similarity
measure is calculated this way (Table 2.2 Eucliddistance and similarity measure
calculated in relation to user 1): 1 / (1 + d),ttl&a when the distance equals to zero
(meaning identical evaluations by both users), dhleulated similarity measure is 1,
lowering up to zero, according to distance incré&seen, et al. 2010).

Table 2.2 Euclidean distance and similarity measure calculated in relation to user 1

User 1 5.0 3.0 2.5 0.000 1.000
User 2 2.0 2.5 5.0 3.937 0.203
User 3 2.5 - - 2.500 0.286
User 4 5.0 - 3.0 0.500 0.667
User 5 4.0 3.0 2.0 1.118 0.472

source: (Owen, et al. 2010)
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The formula for calculating the Euclidean distarscpresented below:

d(a,b) =3 2% (a; — b)* = |lla— bll,, consideringz andd as data vectors.

2.4.6.2.The Pearson CORRELATION COEFFICIENT

The Pearson correlation coefficient is a measuteetlegree of linear relation between
two variables. This coefficient varies between rtl 4. Zero (0) value means that there
is no linear relation; value 1 indicates a perflicear relation; and value -1 also

indicates another perfect linear relation, but regethat is, when one of the variables
increases the other decreases. The closest to -, othe strongest is the linear

association between the two variables.

The calculation formula of Pearson correlationfiicient g is:

. E(x:'_ij(}’f_}_’j
V(e —2))(E(; — 7))
p = 1 It means a perfect positive correlation betweentwvo variables.

o

p = =1 It means a perfect negative correlation betweentwo variables — that is, if
one increases, the other always decreases.

p =0 In terms of linearity, it means both variables mit depend on each other.
However, another kind of dependency (non-lineary regist. Thus, the resufi = 0
must be investigated by other means.

The Pearson correlation coefficient measuresréraltof two series of numbers,
paired one by one, in moving together (Owen, e2@10).

Table 2.3 The Pearson correlation related to user 1

- Item 101 | Item 102 | Item 103
User 1| 5.0 3.0 2.5 1.000
User2 | 2.0 25 5.0 -0.764
User 3| 25 - - -
User 4 | 5.0 - 3.0 1.000
User 5| 4.0 3.0 2.0 0.945

source: (Owen, et al. 2010)

2.4.6.3.Log-Likelihood

Log-Likelihood similarity metrics is similar to ¢hTanimoto Coefficient, since
evaluations done by the users are not taken imsideration, but it is more difficult to
understand it intuitively. Mathematics involvedtims metric processing is beyond this
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paper’s scope. Although it is also based on thebeuraf common items between two
users, this measure takes into consideration hosvthee intersection of the evaluated
items is (Owen, et al. 2010).

To illustrate this, let's consider two movie faihsit evaluated the movies “Star
Wars” and “Casablanca”. If they evaluate hundreflsmovies, the fact that they
evaluated these two is not relevant, because meapl® have watched them. If both
have evaluated a few movies, the fact that theye haatched these two movies is
considered relevant, because it is not usual thi@naof “Star Wars” is also fan of
“Casablanca”.

Table 2.4 Similaritiesusing L og-L ikelihood related to user 1

Item | Item | Item | Item | Item | Item | Item EESIQIEEIIES
101 102 103 104 105 106 107 VAGETE=aE
User1| X X X 0.90
User2 | X X X X 0.84
User 3| X X X X 0.55
User4 | X X 0.16
User 5| X X X X X 0.55

source: (Owen, et al. 2010)

For the purpose of experiments, the Log-Likelihead be used as the metric
that does not take into consideration the evaloatdone by the users.

2.4.7. Evaluation of recommender systems

In characterizing recommender systems as a sitendisearch, it is vital to
understand the methodologies for system evaluat#on.efficient way to evaluate
recommender systems is through the comparisoneofjéimerated predictions and the
real evaluations made by the user. This is achiéyeslippressing a certain evaluation,
after this, the recommender system is used to giréliis suppressed evaluation, and
finally both values are compared.

The attainment of metrics to evaluate the perfoireaof a recommender system
before a wide commercial usage is vital to checkh# predictions made will be
appropriate for the specific purpose. The most usettics used in the literature for the
evaluation of recommender systems will be preseinédalv.

It is important to highlight that, for eaclatasetor business domain, a specific
recommender system may be more appropriate thamsoth is only possible to define
which recommender system is best applied to a dothaough experimentations and
the analysis of the results.
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2.4.7.1.Root Mean Square (RMS) and Mean Absolute EVIAE)

In statistics, the Root Mean Square (RMS) is dné® several ways to measure
the difference between one estimated value andditsal value. RMS measures the
mean square to quantify the difference of estimatddes.

The RMS value calculated for a set of val{ies x,, ..., x,. ] is the square root of
the arithmetic mean of the squares of the valu¢seofet added.

In statistics, Mean Absolute Error (MAE) is anathsay to quantify the
difference between an estimated value and the lacilige. As the name suggests, MAE
is the Mean Absolute Error.

1 T 1 mn

MAE = — ; [fi =il = =2 leil

i=1

Table 2.5 Difference between MAE x RMS exemplifi tdifferences between
RMS and MAE.

Table 2.5 Difference between MAE x RM S

5.0

Current 3.0

Estimated 3.5 2.0 5.0

Difference 0.5 3.0 1.0

MAE =(05+3.0+1.0)/3=15

RMS =((0.5° + 3.0 + 1.0) / 3) = 1.8484

2.4.7.2.Precision, Recall, and Fall-Out

Precisionmeasures the precision of the recommendations imade
recommender systems and it is measured by theiguahtecommended items that are
actually interesting to the user in comparison i set of all recommended items
(Figure 2.6 Precision
). The precision of a system shows how close tleeéiption is to the actual evaluation
done by the user.
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Precision

Relevant
items All items

Figure 2.6 Precision

source: (Owen, et al. 2010)

Hrelevant items} N {recommended items}|

recisign =
P [{recommended items}|

Recall indicates the quantity of interesting itetnghe user that appear in the
recommendation list in comparison with all relevia@ms.

Recall

Relevant
items All items

Figure 2.7 Recall

|[{relevant items} N {recommended items}|

recall =
[{relevant items}|

Fall-Out is the proportion of non-relevant itentwatt are recommended in
comparison to all non-relevant items.

Fall-Out

Recommended
items

Relevant
items _ All items

Figure 2.8 Fall-Out

JISTEM, Brazil Vol.8, No. ept/Dec2011, pp.681-716 www.jistem.fea.usp.



700 Valois B Jr., C. Armada, M.

{irrelevant items} N {recommended items}|

allout =
f l{irrelevant items}|

3. SUGGESTED SOLUTION
3.1. Introduction

One of the aims of a recommender system is torgeneelevant
recommendations. In order to accomplish that, boliative filtering uses massive
datasets, no matter the item types. The recommendaire calculated based on this
data (Figure 3.1 Top-Down view of traditional recqoender systems
). But working with massive data volume representcalability problem that should
not be underestimated. This project intends todesty to decrease user x item matrix
space and check if, this way, the recommender my&eable to improve the relevance
of the recommended items and minimize sparsityeissauper-specialization and lack
of surprise (section 2.6.4).

—
@/ —_—————
| o o o Eecommender L'ﬁ
| e ystem
g e P
e = -_— o o) 2
~ - = 0 -
S "
,(\““ o )
o o \{‘% g\beb
ARG ~ &
\Q’\' ?»(“) *b\ I = &
o e &OQQO'@:,
& o

Figure 3.1 Top-Down view of traditional recommender systems

3.2. Separation Degree

As mentioned in the social networks basics, sawgvork members and the
relationship established among them form a grapéravit is possible to extract their
separation degree or, according to graph theoey, tlistance.

In this paper, the separation degree is takenantmunt as a natural grouping
factor, defined by the members themselves, as pdepl to get closer to others who
have interests in common (Mendes 2008). Followiinig reasoning, the smallest is
the distance among the network members, and thgesigs the similarity of their
interests.

This way, we could represent this closeness artttmmghembers in a distance
matrix (Figure 3.2 Distance matrix
) and group people who are more similar to each use
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Distance matrix and heat map

ulo|3

Figure 3.2 Distance matrix

These groups are naturally formed by the separategree and are used for
massive data partitioning, thus, decreasing itsespa

With the combination of these two ideas, we hauwgatrix representation of
item x user ) x I), for theul, partitioned this way (Figure 3.3 Top-Down matdx I,
with evaluations, partitioned taking into accoumtseparation degre

Partitioned Ux| matrix

ul

u2 1st separation degree
us 2nd separation degree
u’7 3rd separation degree
u4 4th separation degree
us8 5th separation degree
u6 6th separation degree
ulo

u9

u3 |4 |5 |1 |4 [4 |4 |3

Figure 3.3 Top-Down matrix U x |, with evaluations, partitioned taking into account ul separation
degre

But the exclusion of items that have been evatlbiemore distant users could
lead to super-specialization issues or lack of rsseprelated to the generated
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recommendations (section 2.4.4). In an attempoleeshese problems, we have to add
another concept used in this solution, that wilekplained in the next section.

3.3.Sequential Imputation

Another problem of recommender systems (sectigh4p.derives from the
sparsity of the evaluation in matrix x I. Among possible solutions (Soares 2007), the
use of missing values imputation may create norsg ends up compromising the
recommendations instead of improving them.

But if the imputation is done — in a reduced spaecamong grouped users that
allegedly have high similarity, it may be possibdeinput values with a reduced noise
level.

In order to ease sparsity problems, super-speatain and lack of surprise
(section 2.4.4), this solution suggests the ugb@tinderlying idea in partitioning
through the separation degree of the social netwabers, plus the underlying idea
in sequential imputation as follows (Figure 3.4 J@pwn view of the recommender
system based on separation degree to do sequemntiaiation
)(Figure 3.5 Process of SocialBased Recommendation
):

1. One of the studied collaborative filtering is chos®e be used for the
estimate for user evaluation values of an itemnFrow on, it will be
called the auxiliary collaborative filtering of thsystem.

2. Every time the system finds a separation degreegeg to input the user
missing evaluations at the same distance to thetase&vhom the system
iIs recommending. For the imputation, only the eaftins in this space
and the auxiliary collaborative filtering are used.

3. The system is thus reefed with new users of thievimhg degree, their

evaluations and previous degree imputed evaluations

Steps 2 and 3 are repeated until the desired sepadegree.

With the resulting matrix, the actual evaluatiomsl dhe ones imputed by
the system, the auxiliary collaborative filtering used to create the
recommendations for the user.

ok
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Sequential
Imputation

Auxiliary
Recommender.

System %

Dataset
Partitioning

hased on
separation %
degree

—

A4

L3

=
Py
&

i

Figure 3.4 Top-Down view of the recommender system based on separation degree to do sequential
imputation

With the suggested solution, we move forward te itinplementation phase,
tests and result analysis.

Selects user ratings
according to
separation degree

—

User ratings
+ Friends’ ratings
up to degree d

LT

Estimates missing
evaluations from all user's
friends using the auxiliary

Recommender system

Processes
next
separation
degree

R S
Estimates user’'s missing

ratings using the auxiliary —[#——————
Recommender system

1

Selects the estimated
Top-N ratings and makes
recommendations to the
user

e

Figure 3.5 Process of SocialBased Recommendation
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4. TESTSAND RESULTS
4.1.DATA SUMMARY

From the massive volume of data, 100 users haee bendomly selected to
form the group of root users of the social network.

Table4.1 User set

Total of Users

Groups edges nodes

Root - 85

1st degree 3,156 3,140

2nd degree 9,427 6,557

Total 12,583 9,782
Total of books: 441,311
Total of evaluations: 2,128,782
Average quantity of books/evaluations per user: 218

To enable experiment processing, the data spatéohbe reduced. Only
the 500 most popular books have been selected h@bkigefined the data space that will
be used for tests as follows:

Table 4.2 Reduced user set

Total of Filtered Users
Groups edges nodes
Country - 85
1st degree 2,927 2911
2nd degree 8,587 5,914
Total 11,514 8,910
Total of books: 500
Total of evaluations: 338,690
Average quantity of
books/evaluations per user: 38

4.2.Summary of experiments
4.2.1. Tests Using RMS and MAE

For each recommender system to be tested, thewioll parameters are
alternated as follows:

 The recommender system itself: GenericltemBasedefid)serBased,
KnnltemBased, SlopeOne, SVD, SocialBased;
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. Database percentages that will be used for trgirand test:
60%-40% and 70%-30%;

. The quantity of root users, using the followindues: 10, 25, 40,
55, 70, 85 users;

. The quantity of books, using the following valué§, 100, 150 e

200 books. The used books were the most evaluated by root users
and their descendents, therefore, the most popalaks;
* Three rounds of tests have been made for each oatun.

The used values have been chosen because theythgemeost common ones
found in literature, following our advisor suggesis.

4.2.2. Tests USING Precision, Recall AND Fall-Out

These tests try to find a relation between reletanks for the user and the ones
recommended by the system.

The calculated measures are precision, recall falh@but, which have been
explained in this paper basics (section 0). Fosdltests, each recommender system has
been used to recommend 10 books to each of theiseos. The quantity of books and
users were varied. The quantity of books and ugmtation were the same as previous
tests.

The list of items, which is considered as relewantach tested user, is formed
by books that have an evaluation value greater tinalefined threshold, calculated by
the average plus a standard deviation.

The chosen quantity, to be recommended to eatddtaser, was 10 books. This
quantity has been chosen because it is the moshoonone found in several different
sources (newspaper, radio, television, internef).elfherefore, Top-10 is the easily
understandable measure for the tests that haverbeen

It is worth clarifying that the training percenésgare not taken into
account in this type of test since the evaluat®rdone as if the system were fully
operational. Therefore, all other user evaluatiand all tested user evaluations are
used, except for the evaluations of books consitlbsethe system as relevant to the
user and books that have been separated for sgst@omation.

4.2.3. Summary of test result analysis

In addition to analyzing all general results off telsted recommender
systems, we compared separately UserBased (k-NM)nstg SocialBased (using
UsedBased itself (k-NN) as an auxiliary recommergletem), since this is the most
frequently used implementation (Ferlin 2008), teeah the benefits brought by the
suggested solution to traditional implementations.

4.3.Generic User Based (K-NN) x Social Based

With just a few users, the SocialBased recommesgstem, implemented in
this project, suffers a drawback if compared adgathe basic implementation of
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USerBased (K-NN). In all other experiments, Socél®d has been able to enhance the
precision of recommendations. The result of the28Bxcombination is contradictory to
other results and needs to be checked with a higlmaber of rounds.

4.3.1. Root Mean Square

Euclidean Distance
40x200
40x150

A0x100

25x200
25x150

25x100

Users X Books

25x50

10x200

10x150

10x100

10450

0,00000 0,50000 1,00000 1,50000 2,00000 2,50000

10x50 | 10x100 | 10150 | 10x200 | 25G0 | 25x100 | 25x150 | 25x200 | 40x50 | 40x100 | 40x150 | 40x200
mS5ocialBased 70% 2,24035 | 1,74892 | 1,58827 | 1,89711 | 0,8212% | 1,35812 | 2,27281 | 1,86351 | 1,84089 | 1,77712 | 147622 | 1,85143
mGenericUserBased 70%| 162600 | 1,77198 | 1,81002 | 1,B0477 | 165704 | 1,80210 | 1,82640 | 1,86049 | 1,67053 | 184893 | 1,87854 | 1,00063
mS5ocialBased 60% 170232 | 159685 | 1,87096 | 2,19619 | 1,00330 | 2,34293 | 2,16164 | 1,89009 | 196825 | 169321 | 152474 | 2,01000
mGenericUserBased60% 1,67794 | 1,81104 | 1,85353 | 186172 | 1,68151 | 1,8364% | 157290 | 189332 | 1,66915 | 186216 | 1,81313 | 191855

Figure 4.1 RM S measur e with Euclidean distance (a)
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B5x200

B5x100

B85x50

T0w200

To150

T0x100

Users X Books

TS0

55x200

55x150

25x100

55450

Q,00000

0,50000

1,00000

Euclidean Distance

1,50000

2,00000

2,50000

3,00000

55x50

55x100

55x150

55x200

T0x50 70x100

T0x150

T0x200

B5x50

B5x100

85x150

85x200

WSocialBased 70%

1,15871

105977

176276

2,17050

0,62087 | 030657

0,77484

2,37888

2,78546

1,34653

1,5251%

1,78386

BGenericlserBazed 703 166712

1,85098

1.86820

1,90259

168179 | 186144

151030

153818

168333

1,86355

1,92056

193877

BSocialBased 0%

111649

2,58486

177492

177648

0,82318 | 118263

104087

2,15003

1,60235

2,23243

158635

153472

B GenericUserbased 6074

167611

185723

1.B8831

1,93357

168509 | 1,B554%

152222

1.54856

1,68573

1,85356

1,50187

1,83730

Figure 4.2 RM S measur e with Euclidean distance (b)
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4.4 Performance evaluation

As we can check in Figure 4.3 Response time fon &commender system
, the implementations done with Slope-One and UsseB (k-NN) have shown to be
more efficient than other Recommender systems. Meryéhe response time of other
Recommender systems would not preclude its usagginduction environment.

Response time for each Recommender system

SVD

SocialBased+5SlopeOne
SocialBased+GenericUserBased+PearsonCorrelation
SocialBased+GenericUserBased+Loglikelihood
SocialBased+GenericUserBased+EuclideanDistance
Slope0ne

GenericserBased+PearsonCorrelation
GenericUserBased+Loglikelihood
GenericUserBased+EuclideanDistance
GenericltemBased+PearsonCorrelation

GenericltemBased+Loglikelihood 686,00

GenericltemBased+EuclideanDistance 220,12

0,00 100,00 200,00 300,00 400,00 500,00 500,00 700,00 800,00

ms

Figure 4.3 Responsetime for each Recommender system

In Figure 4.4 Average time for the recommendatibh0 books (a)
and Figure 4.5 Average time for the recommendatidl0 books (b)
are presented the measured average times fotested user-book combination.
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Average time for the recommendation of 10 books

800,00

700,00 K

600,00 \\ /A\ /

500,00 \ //\_ / \ /
“w

300,00 E E ; ; =

200,00 \/ /\ -

100,00

0,00 [a— —
10x50 | 10x100 | 10x150 | 10x200 | 25x50 | 25x100 | 25x150 | 25x200 | 40x50 | 40x100 | 40x150 | 40x200

|— GenericltemBased+EuclideanDistance 38,97 | 57,19 | 84,51 | 105,51 | 41,18 | 90,79 | 146,55 | 296,95 | 80,83 | 111,19 | 162,52 | 218,72
=== GenericltemBased+LogLikelihood 90,93 | 161,56 | 341,22 | 341,41 | 107,18 | 281,61 | 420,25 | 623,91 | 123,35 | 310,88 | 653,98 | 688,09
|===GenericltemBased+PearsonCorrelation 34,93 | 56,66 85,22 | 104,45 | 41,39 94,42 | 137,02 | 183,43 | 51,08 | 110,33 | 162,12 214,09
=== GenericUserBased+EuclideanDistance 2,06 2,07 3,08 3,43 2,06 3,02 3,80 5,01 2,33 3,53 3,96 5,22
== GenericUserBased+LogLikelihood 8,35 12,54 13,49 15,40 10,00 | 15,16 | 18,42 22,39 11,54 18,51 | 24,81 26,06
l===GenericUserBased+PearsonCorrelation 1,34 2,06 2,35 2,86 2,49 2,58 3,53 3,83 2,37 3,47 3,70 4,01
== SlopeOne 2,83 0,59 1,05 1,67 | 0,02 0,56 | 1,01 1,68 0,07 0,70 | 0,97 1,83
==SocialBased+GenericUserBased+EuclideanDistance | 277,09 | 227,22 | 274,21 | 268,93 | 262,54 | 249,15 | 278,91 | 301,42 | 248,73 | 305,34 | 339,39 | 350,56
—SacialBased+GenericUserBased+LogLikelihood 675,74 | 359,33 | 537,09 | 494,37 | 404,96 | 262,38 | 281,42 | 394,19 | 250,56 | 295,96 | 347,19 | 369,53
===SocialBased+GenericUserBased+PearsonCorrelation| 273,13 | 225,07 | 275,09 | 263,15 | 257,86 | 243,62 | 275,68 | 297,01 | 248,98 | 289,46 | 319,26 | 350,60
=SocialBased+SlopeOne 199,81 | 206,68 | 228,29 | 241,10 K 245,08 | 253,39 | 278,99 | 298,17 | 255,27 | 301,19 | 346,86 | 367,66
e SVD 28,35 | 40,61 58,77 84,27 31,98 | 71,06 | 95,04 | 124,56 | 44,97 90,11 | 127,52 | 162,42

Figure 4.4 Average time for therecommendation of 10 books (a)

Average time for the recommendation of 10 books
2500,00
2000,00 /\
1500,00 A /
n
E
1000,00
500,00
0,00 —  —— —— — .
55x50 |55x100 | 55x150 | 55x200 | 70x50 | 70x100 | 70x150 | 70x200 | 85x50 | 85x100 | 85x150 | 85x200
== GenericltemBasad+EuclideanDistance 88,57 | 94,57 | 184,51 | 220,76 | 106,88 | 246,79 | 453,47 | 454,79 | 750,45 | 477,14 | 671,67 | 648,34
j===GenericltemBased+Loglikslihood 168,78 | 289,70 | 578,21 |17C0,51 | 238,63 | 682,36 | 1156,88 | 2218,17| 675,19 | 1032,66|1587,28 1992,72
|==GenericltemBased+PeersonCorrelation 09,95 93,09 | 141,79 | 205,14 | 103,57 | 235,50 | 303,21 | 815,90 | 310,77 | 399,06 | 368,52 | GG62,95
===GenericUserBased+EuclideanDistance 3,2/ 3,84 5,88 6,21 5,20 20,70 8,/0 8,00 4,62 b,11 51 8,76
=—GenericUserBased+LogLikelihood 14,78 | 31,51 | 23,72 | 26,97 | 2091 | 93,66 | 40,48 @ 42,57 | 23,54 | 30,39 | 32,23 | 59,35
[==GenericUserBased+Pe&rsonCorrelation 3,37 4,08 4,59 5,36 8,78 7,27 7,42 8,18 4,84 6,52 7,33 14,73
|==SlopeOne 004 | 065 102 | 1,26 013 098 | 1,52 1,8 | 000 | 0,25 | 1,08 | 1,27
===SocialBased+GenericUserBased+EuclideanDistance 341,32 | 423,35 | 467,78 | 501,64 | 468,55 | 591,47 | 671,70 | 726,16 | 579,03 | 757,97 | 854,93 | 933,64
—==SocialBased+GenericUserBased+LogLikelihood 352,80 | 441,35 | 488,03 | 540,07 | 483,70 | 533,31 | 719,64 | 77298 | €53,96 946,01 |1137,08 1385,15
—SocialBascd 1GenericUscrBased 1 PecarsonCorrelation 347,36 | 422,16 | 459,17 | 503,28 | 480,76 | 595,00 | 671,70 | 717,30 | 573,60 | 734,87 | 829,48 933,87
|===SucialBased+SlupeOne 352,55 | 449,73 | 495,79 | 533,78 | 474,15 | 601,60 | 630,70 | 740,54 | 581,36 | 776,70 | 891,91  1012,12
—SVD 64,78 | 69,82 | 105,34 | 140,91 @ 99,66 | 189,41 | 279,89 264,84 | 96,71 | 149,62 | 183,85 218,60

Figure 4.5 Average time for the recommendation of 10 books (b)
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Slope-One and UserBased (k-NN) performance cheickEdjure 4.6 Used
memory by each Recommender system
has been undermined. Recommender systems withefitepbrformances are the ones
which consume more memory. In this item, the S8eaéd memory savings were
greater than the traditional implementation.

Used memory by each Recommender system

SVD 185,75
SocialBased+SlopeOne 176,83
SocialBased+GenericUserBased+PearsonCorrelation 172,17
SocialBased+GenericUserBased+LogLikelihood 175,79
SocialBased+GenericUserBased+EuclideanDistance 171,63
Slope0ne 181,08
GenericUserBased+PearsonCorrelation 205,13
GenericUserBased+Loglikelihood 204,58
GenericUserBased+EuclideanDistance 201,71
GenericltemBased+PearsonCorrelation 185,08
GenericltemBased+Loglikelihood 171,50

GenericltemBased+EuclideanDistance 183,04

150,00 160,00 170,00 180,00 190,00 200,00 210,00

Mb

Figure 4.6 Used memory by each Recommender system

In Figure 4.7 Memory consumption (a)
and Figure 4.8 Memory consumption (b)
The average memory consumption can be seen witth dasted user-book
combination. The average memory consumption ofmagender systems was around
185 Mbytes. The values varied between 100 Mbytd22® Mbytes.
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Memory consumption

250
o
=
50
0
10x50 | 10x100 | 10x150 | 10x200 | 25x50 | 25x100 | 25x150 | 25x200 | 40x50 | 40x100 | 40x150 | 40x200
== GenericltemBased+EuclideanDistance 128 193 170 198 171 181 173 134 172 165 168 183
== GenericltemBased+Loglikelihood 186 174 121 136 183 203 146 88 194 78 106 57
== GenericltemBased+PearsonCorrelation 189 156 164 179 197 200 197 150 201 154 148 136
= GenericUserBased+EuclideanDistance 118 200 198 174 178 158 196 220 214 210 215 217
=—GenericUserBased+Loglikelihood 171 195 193 177 175 186 201 213 211 220 219 218
=—=GenericUserBased+PearsonCorrelation 187 194 197 181 174 187 210 215 207 217 216 216
==SlopeOne 127 188 186 192 195 171 182 149 190 213 179 190
—SocialBased+GenericUserBased+EuclideanDistance 187 112 204 119 202 205 129 146 209 202 184 170
——SocialBased+GenericUserBased+LogLikelihood 76 142 187 140 163 171 162 136 189 185 211 196
==SocialBased+GenericUserBased+PearsonCorrelation| 192 205 124 130 171 163 117 151 154 154 136 212
==SocialBased+SlopeOne 186 145 110 179 205 201 151 135 191 144 159 199
== SVD 128 187 171 115 159 205 154 161 168 117 205 212

Figure 4.7 Memory consumption (a)

Memory consumption

250
@
=
100
50
0
55x50 | 55x100 | 55x150 | 55x200 | 70x50 | 70x100 | 70x150 | 70x200 | 85x50 | 85x100 | 85x150 | 85x200
= GenericltemBased+EuclideanDistance 153 199 195 194 198 186 191 208 212 217 201 203
= GenericltemBased+LogLikelihood 190 187 194 207 199 203 210 221 215 183 217 218
= GenericltemBased+PearsonCorrelation 196 200 198 196 195 196 208 208 208 200 209 157
= GenericUserBased+EuclideanDistance 220 219 216 215 210 212 209 207 209 212 210 204
= GenericUserBased+LogLikelihood 222 218 217 204 212 211 212 207 214 206 202 206
= GenericUserBased+PearsonCorrelation 222 216 211 207 218 206 210 207 217 204 203 201
=—SlopeOne 172 153 198 213 215 213 201 146 158 197 179 139
== SocialBased+GenericUserBased+EuclideanDistance 187 158 198 175 145 149 208 164 179 133 147 207
===SocialBased+GenericUserBased+Loglikelihood 162 186 184 158 171 196 198 174 184 206 229 213
== SocialBased+GenericUserBased+PearsonCorrelation| 216 204 156 206 194 135 127 183 193 207 215 187
==SocialBased+SlopeOne 198 194 181 158 178 202 181 198 198 177 181 193
—SVD 214 212 209 204 201 214 205 208 210 214 209 176

Figure 4.8 Memory consumption (b)

4 .5.Discussions about the results

After analyzing the data, we concluded that trggér the number of users and
books is, the bigger the drop in the quality of theommendations is; this result does
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not depend neither on the recommender system ntireotype of evaluation done. This
behavior is caused by the increase in data sparsity

While matrixU x L (user x book) increases, the results related @gi§lon and
Recall drop. However, the recommended items araecéssarily irrelevant to the user.
The evaluation algorithm, used by Precision andaReneeds to select the relevant
items already evaluated by the user (section 4.2} reduces the quantity of relevant
items to a small number. If the recommender systeggests items in this list, it means
it is working perfectly. However, if it does notcemmend items in this list, it does not
mean that they are not interesting to the user,obiyt that they were not among the
selected test data used to evaluate the system.

In several combinations of users and books, I9agdd managed to improve
the results of traditional implementation, using teequential imputation and the
partitioning of the social network through the sggpian degree up to the second degree.

Although SocialBased response time has been hidpaer the majority of the
tested system, it does not disable its use. Owttier hand, the gains derived from low
memory consumption are encouraging, something ar@érb% in comparison with the
traditional implementation (k-NN).

It also has been possible to conclude that th@ati@n on the user
quantity does not influence the quality of the fessas significantly as the increase in
the quantity of item does.

The results achieved by RMS and MAE measure tleekdd mistake between
the actual evaluations and the evaluations imphyececommender systems. However,
the goal of a recommender system is not to imploec values to the actual value, but
it is to recommend the more relevant items to &ifipaiser (section 2.4). What matters
for the final quality of a recommender system @t tine results of Precision, Recall and
Fall-out are always the best possible ones.

In run tests, it was found that SocialBased implJserBased (k-NN) results
using the Log-Likelihood similarity metrics. FoNN-based recommender systems that
use this metrics, the use of SocialBased couldebefirial.

5. FINAL CONSIDERATIONS

The focus of this paper was the study of Recommergl/stems in social
networks. There is a need for tools to help thesusandle the great deal of information
they receive.

Based on this context, Recommender Systems temiieslhave been presented
and discussed, in addition to the way they are empinted and evaluated and other
needed knowledge for its use, such as several ssitres metrics and evaluation
metrics.

Some studies about the way social networks armaddrand their organization
also have been discussed. We also presented tHeveonia theory and the idea that
people who are closer to an individual have mofftuemce over this individual's
opinions. At last, we presented the idea of setglemrmputation, the reuse of
previously imputed value in a new iteration.

Based on this researched knowledge, we built &-éxk” solution combining
these isolated ideas, in an attempt to add valueuteent Recommender systems.
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Through the implementation of a testing environmamd the analysis of the obtained
results, we could conclude their advantages arabldentages. These conclusions are
found in section 4.5.

With this paper, we noticed how data related tanimers of social networks
influence Recommender Systems. It is a new diftevesty of partitioning users and
defining who the closest people to an individual iarRecommender Systems context.

One of the contributions of this paper is a rdataset which can be used for
the continuation of this line of research. Diffetgrirom other availablelatasets this
one has information on the relationships amongsuget can be used to create a graph
of a social network.

The natural evolution of this paper would be ¢xpansion of the database so
that we could reach a third degree of separatitwden the users. This way, we could
check the behavior of the suggested solution whigher number of iterations.

There is also the possibility of changing the ®sgd proposition so that the
distribution of processing in several computers loardone, even if they are in a cloud
computing environment. This is possible becauseutiegl Mahout framework is ready
for its future interconnection with Apache Hadoamniework (Apache Software
Foundation 2008).

This paper has focused on the use of collabordiliezing. For future papers,
we recommend implementations of Recommender Sysb@ssd on contents and that
can take into account other data, such as age@rskbocation of the participants.
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