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ABSTRACT 
This paper deals with elliptic integrals of first and second kind and their solution by 
Landen-transformation. It is explained how the Landen-transformation works and 
how the different algorithms can be used in geodetic problem solving. The 
algorithms are recursive and thus easy to implement and stable. Further on the 
testing is quite simple. The numerical results of the Landen-transformation are 
compared to this computed with Maple V to show the exactness of the algorithms. 
For two algorithms the source-code is depicted. 
Keywords: Arc of Meridian; Numerical Integration; Elliptic Integral; Landen-
Transformation. 
 

RESUMO 
Neste trabalho enfoca-se as integrais elípticas de primeira e segunda ordens e sua 
solução por meio da Transformação de Landen. Explica-se como a Transformação 
de Landen opera e como diferentes algoritmos podem ser usados na solução de 
problemas em Geodésia. Os algoritmos são recursivos e por isso, fáceis de 
implementar. Testar os algoritmos também é fácil. Os resultados da Transformação 
de Landen são comparados aos resultados obtidos com Maple V para mostrar a 
exatidão dos algoritmos. Apresenta-se o código fonte para os dois algoritmos.  
Palavras-Chave: Arco de Meridiano; Integração Numérica; Integral Elíptica; 
Transformação de Landen.  
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1. INTRODUCTION 
In 1771 and 1775 the British mathematician John Landen (1719-1790) 

published an appropriate (which means applicable at this time) method to solve 
elliptic integrals (see LANDEN (1771), LANDEN (1775)). This approach is now 
called the Landen-transformation or Landen-substitution respectively. Remarkably 
the above mentioned transformation was published before Joseph Liouville (1809-
1882) proved that there exists no anti derivative for the elliptic integrals. However, 
the definite integral can be solved.  

In addition to the Landen-transformation there are still other approaches to 
solve the elliptic integrals. These are for example the series expansion or the 
numerical integration. Both topics comprise a number of methods. Also in the group 
of the transformation/substitution methods another kind of transformation is known, 
the so-called Gauss-transformation. However, these approaches are beyond the 
scope of this paper. 

In fact there are different ways to depict the elliptic integrals but most 
commonly the notation of Legendre is used. According to this notation the 
definition of the incomplete elliptic integrals is: 

 
         Elliptic integral of first kind 
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         Elliptic integral of second kind 
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The terms k and φ are denoted as modulus and amplitude respectively. 

In mathematical and cartographic geodesy there are different problems where 
these integrals are found. Only a few examples of these should be shown in this 
introduction. First the computation of the elliptic arc length S should be mentioned 
which leads to (see HECK, (1995))  
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(a = semi-major axis of the ellipsoid of revolution; e = first eccentricity, φ1 = 
latitude) where the first term of the formula includes an elliptic integral of second 
kind with the modulus e. Hopfner explained in (HOPFNER,(1938)) how the arc 
length can be computed by different methods. In this context, he also mentioned the 
Landen-transformation. 

Especially formula 3 reveals that the integral has to be computed with a high 
accuracy, because the result of E(e, φ1) is multiplied with the semi-major axis of the 
ellipsoid of revolution. So the error of the computation of the elliptic integral should 
be smaller than 1.10-11 to get the arc length with an accuracy of 1 mm. This is the 
reason why for all further computations a threshold ε for the recursive processes of 
ε < 1.10-15 is introduced. 

Also the transformation between isometric and geographic coordinates could 
be computed with elliptic integrals of the second kind (HECK, 1995, p. 262). Thus, 
their solution is still of interest and the transformation of isometric coordinates is 
their main area of application. 

Nevertheless there are other geodetic problems which lead to elliptic integrals. 
For example the so-called indirect geodetic problem. In this context the length of 
the geodesic s can be calculated by: 
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2. THE COMPUTATION OF ELLIPTIC INTEGRALS OF THE FIRST 
KIND 

First of all have a look at the definite elliptic integral of first kind given by: 
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The substitution of φ by ω leads to1: 
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1 In this section as well as in section 3 all explanations concerning the derivation of the Landen-
transformation are based on (SCHLÖMILCH, 1866). 
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and the derivate: 
 
   
 

       (7) 
ω

κωκ
ωκφ dd 22cos21

2cos12=
++

+

 
and furthermore we obtain: 
 
   
 
             (8) 

2
22

2cos21
2cos1=sin1

κωκ
ωκφκ
++

+
−
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Now the above shown elliptic integral of first kind can be written as: 
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Both sides of the formula are elliptic integrals of the first kind. But whereas 

the left integral is original the right integral is of different modulus and amplitude. 
This is abbreviated by: 
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Thus we got an easy way to use formula to compute ω. With 

φφω sin<)(2sin −  we obtain ω < φ. I.e. in equation (11) the modulus of the left 
integral is smaller whereas the amplitude is bigger. This can be repeated and as a 
result increasing module and decreasing amplitudes are obtained. Written as a chain 
of elliptic integrals of the first kind with increasing module we get (κ = κ0) and 
(φ = φ0): 
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and referring to equation (13): 
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equation (14) could be written as: 
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With this equation we gained a practical formula to compute the values of an 
elliptical integral of first kind. 

But there is still another way to read equation (11). It follows directly: 
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which means that with a given q and ω an elliptical integral with a smaller modulus 
is found on the right. The relations between p,  φ and q, ω  are: 
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2.1 Solution with Increasing Modulus 
In this chapter numerical aspects of an algorithm based on (18) are outlined. 

This formula could be easily implemented as recursive algorithm. At first, the 
convergence of this method should be examined. Therefore the module of each 
iteration loop is considered. The results are depicted in table 1 (the values are 
computed with φ = 40°). Table (1) shows, that even for k0 = 0.1 the algorithm needs 
only 5 steps to achieve the break criterion |κn-1 – κn| = ε < 1.10-15 (the results in all 
the tables are calculated with ε = 1. 10-15). This gives an idea for the convergence of 
the Landen-transformation. 

 
Table 1 - The increasing moduli for three values (φ = 40◦). 

 k0 = 0.1  k0 = 0.5 k0 = 0.9 
k1 0.574959574576069 0.942809041582063 0.998613997947909 
k2 0.962895683726437 0.999566630206701 0.999999759541600 
k3 0.999821325230250 0.999999976513650 0.999999999999993 
k4 0.999999996008703 1.0 1.0 
k5 1.0   

 
Furthermore it is remarkable that for big module the break criterion of the 

iteration is fulfilled faster (as expected). For κ = 0.1 e. g. there are 5 steps needed, 
whereas for κ = 0.9 4 steps are enough. If the break criterion ε would be changed to 
ε = 1. 10 -14, than for κ = 0.9 even 3 steps instead of 4 are sufficient. 

 
Table 2 - The moduli and the related amplitudes for k0 = 0.1. 

step ki φI

0 0.1 40.0 
1 0.574959574576069 21.842721293340833 
2 0.962895683726437 17.097432306265272 
3 0.999821325230250 16.771039991027283 
4 0.999999996008703 16.769497413068656 
5 1.0 16.769497378613110 

 
The following table shows the relation between the modulus and its correlated 

amplitude. As an example the modulus κ0 = 0.1 is used (table 2). Whereas the 
modulus in column 2 increases from 0.1 to 1.0 within 5 steps, the amplitude (see 
column 3) decreases from 40.0 degrees to about 17 degrees. Table 3 gives an 
overview about the numerical results calculated by increasing module. These values 
could be compared with those of table 6. The implementation of the algorithm based 
on (18) is shown below. The source code is written in C. Like all recursive 
processes the function to compute F (k, φ) is rather compact. Further on the example 
is intended to show how easy equation (18) can be implemented. 
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Table 3 - F (ki, φi) computed by increasing moduli. 

 φ = 30◦ φ = 50◦ φ = 70◦ φ = 90◦ 
F (0.001, φ) 0.523598798244819 0.872664721062378 1.221730701480298 1.570796719494199 

F (0.1, φ) 0.523825500165389 0.873617925869649 1.223991375207876 1.574745561517356 
F (0.5, φ) 0.529428627051906 0.898245235942278 1.285300585743294 1.685750354812598 
F (0.9, φ) 0.543882214161571 0.974638984519665 1.535524776559491 2.280549138422769 

F (0.999, φ) 0.549247510706946 1.010262233111217 1.732286917108383 4.495596395842152 

 
double F_inc(double modul,double amplitude, double eps){ 
 
amplitude = (asin(modul*sin(amplitude))+amplitude)/2.; 
 
if ((1.-modul) < eps) 
 

return log(tan(amplitude/2.+EllInt_PI/4.)); 
 
else 
 

return 2./(1.+modul)*F_inc((2.*sqrt(modul))/(1.+modul),amplitude,eps); } 
 

The quantities modul and amplitude in the call of the function are self-
explanatory. eps denotes the break criterion for the recrusive process and can be any 
arbitrary value. By changing this quantity the user can control the processing time 
and the accuracy of the algorithm. The quantity EllInt_PI is a symbolic constant and 
simply stands for the circle constant π. 

 
2.2 Solution with Decreasing Modulus 

In this chapter an iteration based on (25) is outlined. As already shown before, 
this formula could be used to compute module converging to 0. To calculate the 
different values for the module and the amplitudes the formulas (20) and (21) could 
be applied. 

According to what we said before, in this chapter the results of the tables 1 - 3 
should now be computed with an algorithm, which works with decreasing module. 

As column two in table 4 points out, this algorithm needs for κ = 0.1 only four 
steps to reach its break criterion, whereas for κ = 0.5 and κ = 0.9 five steps are 
needed. In chapter 2.1 this was contrariwise. The method using increasing module 
needed five steps for κ = 0.1 and for κ = 0.5 and κ = 0.9 four are sufficient. This 
result is exactly what is expected. Because the goal of the algorithm working with 
increasing module is to reach a modulus of 1, whereas the other one should reach a 
modulus of 0. 
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Table 4 – The changing moduli for three different iterations. 

 k0 = 0.1 k0 = 0.5 k0 = 0.9 
k1 0.002512578676009 0.071796769724491 0.392864458385019 
k2 0.000001578267883 0.001292026239995 0.041885686080039 
k3 0.000000000000623 0.000000417333300 0.000438987841605 
k4 0.0 0.000000000000044 0.000000048177586 
k5  0.0 0.000000000000001 

 
 
Table 5 - The moduli and the appropriate amplitudes for k0 = 0.9. 

step ki φi

0 0.9 40.0 
1 0.392864458385019 60.090248114858227 
2 0.041885686080039 118.062277508202286 
3 0.000438987841605 236.145442730628218 
4 0.000000048177586 472.290882907166406 
5 0.0 944.581765814332812 

 
 
Now have a look at table 5, which depicts the decreasing module and the 

increasing amplitudes. In the last row of column three the angle is about two times 
bigger than that one of the last but one iteration. Besides the angle of this iteration is 
almost twice as big as the angle computed in the step before. Of cause this is not 
incidental. The connection between φn and φn+1 is given by 
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 Hence, for small module the angle will double from one iteration to the next. 
 

Table 6 - F (ki, φi) computed by decreasing moduli. 
 φ = 30◦ φ = 50◦ φ = 70◦ φ = 90◦ 
F (0.001, φ) 0.523598798244820 0.872664721062379 1.221730701480298 1.570796719494199 
F (0.1, φ) 0.523825500165389 0.873617925869648 1.223991375207875 1.574745561517356 
F (0.5, φ) 0.529428627051906 0.898245235942277 1.285300585743293 1.685750354812596 
F (0.9, φ) 0.543882214161571 0.974638984519664 1.535524776559491 2.280549138422771 
F (0.999, φ) 0.549247510706947 1.010262233111218 1.732286917108385 4.495596395842141 
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Finally the results of table 3 and table 6 should be compared. In seven out of 

twenty cases the results are identical. Nine times the difference is about 1.10-15. In 
three cases the difference is 2.10-15 and only once it is 11.10-15. This means that the 
results confirm each other. 
 
2.3 Solution with Decreasing Modulus and Series Expansion  

Using decreasing module there is still another way to find an algorithm based 
on formula (22). As table 4 shows, the module decrease rapidly. Even for κ = 0.9 
the modulus of step three is less than 5.10-4. This seems to be small enough to try a 
series expansion. 

The term (1 – x)-½ (|x| < 1 but it works better if |x| << 1 could be written as 
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Applied on F (k, φ) we obtain 
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This formula could be also implemented as a recurrence. The break criterion 

would then be a modulus k which is smaller than 1.10-3. An approximation leads us 
to the following results. If κ = 1.10-3 (worst case scenario) we get for the 4th term R 
in equation (30). 
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The effect of this term is marginal. So it is sufficient to take the first three 

terms of the series in formula (30). Table 7 depicts the results computed with the 
first three terms.  
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Table 7 – F (ki, φi) computed with decreasing moduli and series expansion. 
 φ = 30◦ φ = 50◦ φ = 70◦ φ = 90◦ 

F (0.001, φ) 0.523598798244820 0.872664721062379 1.221730701480298 1.570796719494199 
F (0.1, φ) 0.523825500165390 0.873617925869649 1.223991375207876 1.574745561517356 
F (0.5, φ) 0.529428627051906 0.898245235942277 1.285300585743293 1.685750354812596 
F (0.9, φ) 0.543882214161571 0.974638984519664 1.535524776559491 2.280549138422770 

F (0.999, φ) 0.549247510706947 1.010262233111217 1.732286917108384 4.495596395842143 

 
2.4 Comparison of the Results 

Obviously it is difficult to decide which of the results is right. Therefore all 
computations are compared with those gained by Maple V, which are treated as a 
reference. The results are illustrated in table 8. Comparing table 8 with the tables 3 - 
7 shows that only two out of twenty values have a difference of more than 1.10-15. 
One of these differences is 2.10-15 and the other is 8.10-15, computed for F (0.999, 
90°) with increasing module. 

 
Table 8 – F (ki, φi) computed with Maple V. 

 φ = 30◦ φ = 50◦ φ = 70◦ φ = 90◦ 
F (0.001, φ) 0.523598798244820 0.872664721062379 1.221730701480299 1.570796719494199 

F (0.1, φ) 0.523825500165390 0.873617925869649 1.223991375207876 1.574745561517356 
F (0.5, φ) 0.529428627051906 0.898245235942278 1.285300585743293 1.685750354812596 
F (0.9, φ) 0.543882214161571 0.974638984519665 1.535524776559492 2.280549138422770 

F (0.999, φ) 0.549247510706947 1.010262233111217 1.732286917108384 4.495596395842144 

 
At first sight, the deviation d = 8.10 -15 seems to be a contradiction to the kind 

of method which is applied. Because increasing module should lead to rather good 
results, as the number of iterations should be small. If we look at the module, which 
are κ0 = 0.999, κ1 = 0.999999874874898, κ2 = 0.999999999999998 and κ3 = 1.0, we 
realize, that 

 
                 (32) 

3 −κ 15
2 102 −⋅≈κ

 
                                                         
which means that the break criterion is failed only by 1.10-15. I. e. even the last but 
one iteration κ2 almost fulfills the break criterion. Due to numerical aspects the next 
iteration delivers no further contribution to the result. So the derivation between the 
reference and the computed solution is relatively big. Nevertheless the Landen-
transformation is a useful method to compute elliptic integrals of the first kind. 
Even the biggest difference of 8.10-15 between the two computed results easily 
fulfills the geodetic requirements mentioned in section 1. 
 
3. THE COMPUTATION OF ELLIPTIC INTEGRALS OF SECOND KIND 

Also for the elliptic integral of the second kind (see 2) there exist explicit 
solutions for two specific modules. The first is κ = 1 and the second is κ = 0. 
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Changing the indexes to κ = κ0 and q = κ1 as well as φ = φ0 and ω = φ1 we 
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In this formula we have on the left the original elliptic integral of the second 
kind with its modulus κ0 and its amplitude φ0, whereas on the right we obtain an 
elliptic integral of the second kind with a smaller modulus κ1 combined with an 
elliptic integral of first kind whereas the amplitude is modified in both cases to φ1. 

 
3.1 Solution with Increasing Modulus 

In fact there are two different ways to read formula (42). The first one is that 
by subsequent conversion of the term E(κn, φn) until  

 
      (43) 

 
and thus 
 
 

 
 

 
 

     
 

φκφκκ sin),()(1 0110 −−+ F                                             (44) 
 

is obtained. Obviously this can be implemented as a recursive algorithm too. It must 
be considered that this formula encompasses two recursive processes because both, 
the elliptic integral of second kind and that of the first kind have to be calculated 
that way. But for the computation of the latter we already found various solutions in 
section 2. 
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Table 9 - E(κi, φi) computed by increasing moduli based on formula (44). 
 φ = 30◦ φ = 50◦ φ = 70◦ φ = 90◦ 

E (0.001, φ) 0.523598752951779 0.872664530931969 1.221730251311829 1.570795934095742 
E (0.5, φ) 0.517881934859938 0.848316628033471 1.163176859928729 1.467462209339427 

E (0.999, φ) 0.500049276809973 0.766288871196248 0.940486775266713 1.003994409965508 

 
Further on we can apply (19) together with (20) and find 
 

(45) 
 0000

2
0

11000 sin),(
2

1),()(1=),( φκφκκφκκφκ −
−

++ FEE
 

In this formula the elliptic integral of the first kind has the same modulus and 
the same amplitude as the elliptic integral of the second kind. This conversion could 
be repeated in the same way as we have done before. As a result we get 
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The above shown equation seems to be not so time consuming than (46) 
because the elliptic integral of the first kind has to be computed only once. Due to 
numerical aspects it is not possible to implement it as a recursive algorithm. In step 
n the modulus is approximately 1, because this is the break criterion. But now, 
beginning with this modulus, the decreasing chain of the moduli has to be 
computed. This of cause is also a recursive process (at least in theory). In fact we 
get as a result of 
 

1=
11
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2
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As a consequence the recursive process will have no end. This problem could 

only be solved with a quasi – recursive algorithm, which puts the computed moduli 
of step i in a stack from which the product of the moduli is derived (see mark ’!’ in 
equation (46)). If done so, the numerical values are exactly the same as the results 
computed with (44) (see table 9 together with table 10). 
 

Table 10 - E(κi, φi) algorithm based on (46). 
 φ = 30◦ φ = 50◦ φ = 70◦ φ = 90◦ 

E (0.001, φ) 0.523598752951779

 

0.872664530931969

 

1.221730251311829

 

1.570795934095742

 

E (0.5, φ) 0.517881934859938

 

0.848316628033471

 

1.163176859928729

 

1.467462209339427

 

E (0.999, φ) 0.500049276809973

 

0.766288871196248

 

0.940486775266713

 

1.003994409965508

 

 
As the results are nearly the same, the algorithm based non (46) is about 35% 

faster than this based on (44)2. However the implementation of (46) is much more 
complicated, because it is not strictly recursive, as already mentioned. 

An implementation of an algorithm based on (44) is depicted below.  
 

double E_inc(double modul,double amplitude, double eps) { 
 
double n_amp,n_mod; 
 
n_amp = (asin(modul*sin(amplitude))+amplitude)/2.; 
 
if ((1.-modul)<eps) 
 

return (1+modul)*sin(n_amp)+(1-modul)* 
F_inc((2.*sqrt(modul))/(1.+modul),n_amp,eps)-modul*sin(amplitude); 

 
else { 
 

n_mod = (2.*sqrt(modul))/(1.+modul); 
 

return (1.+modul)*E_inc(n_mod,n_amp,eps)+(1.-modul)* 

                                                           
2 The processing time depends mainly on the modulus of cause. So its difficult to give a precise 
estimation.  
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F_inc(n_mod,n_amp,eps)-modul*sin(amplitude); } } 
 

The example shows further that the recursive process invoked by the call of 
E_inc3 comprises a second one invoked by F_inc (see section 2.1). I. e. the second 
is nested within the first. Thus the algorithm is extremely compact. 

 
3.2 Solution with Decreasing Modulus 

An algorithm to compute E(p, φ) with decreasing module based on (42) is 
obtained by 
 

    (48) E
 

 
In this formula we assume that E(κ1, φ1) has to be computed and E(κ0, φ0) is 

known. Therefore it makes sense to change the indexes and we get 
 

 
(49) 

 

 
The terms κ1 and φ1 are computed with (20) and (21) respectively. So the 

modulus κ1 is smaller than κ0 whereas φ1 is larger than φ0. E(κ1, φ1) could be treated 
in the same way as E(κ0, φ0)  until we get κ < ε, which means in practice κ ≈ 0. With 

 
  (50) 
 

 
a break criterion is given. Thus a recursive process to compute E(p, φ) is found. The 
numerical results are shown in table 11. 
 
 

Table 11 - E(κi, φi) computed by decreasing moduli. 
 φ = 30◦ φ = 50◦ φ = 70◦ φ = 90◦ 

E (0.001, φ) 0.523598752951780 0.872664530931969 1.221730251311829 1.570795934095741 
E (0.5, φ) 0.517881934859938 0.848316628033472 1.163176859928730 1.467462209339428 

E (0.999, φ) 0.500049276809973 0.766288871196247 0.940486775266713 1.003994409965506 

 

                                                           

),()(1sin),(=))(1,( 1100000011

3 The meaning of the different quantities is the same as already described in section 2.1 for F_inc 
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In (49) the term (1 – κ1)F(κ1, φ1)  could be replaced  ),(
2

1
00

2
0 φκκ F−  in the same 

way as we have done in section 3.1. Now the elliptic integral of the first kind needs 
to be computed only once. 
 
3.3 Solution with Decreasing Modulus and Series Expansion 

In the same way we did in section 2.3, we can combine the Landen-
transformation with the series expansion. In this context this seems to be even more 
advantageous because the computation of an elliptic integral of the second kind is 
even more time-consuming. 

The series expansion of 
 

(1 – x)½  |x| < 1 or better |x| << 1                                    (51) 
 
 

yields 
(52) 

 
L42

16
1

8
1

2
11=1 xxxx −−−−

 
 
The substitution of x = κ²sin²φ applied to (2) leads to 
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1(1=),(
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8844220

00
444 3444 21

−−−∫     (53) 

 
As above mentioned formula (51) will deliver the best results if |x| << 1and 

thus κ << 1. Hence we decrease the modulus by Landen-transformation to apply the 
series expansion to the transformed integral subsequently. 

If we look at the 4th term of the series in formula (53) and integrate it assuming 
k = 0.001 and the maximum amplitude, the result r is r < 2.7.10-26. So it is sufficient 
to take only the first three terms of the series. Thus the fourth and all further terms 
are omitted. So formula (49) in combination with (53) yields 
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n

nnn F
κ

φκκ
+

−− −−

1
),()(1 11                                      (54)

 
 

This formula only depicts the last term of the recursion. At this stage the 
modulus κ is κ < 10-3. 

 
 

Table 12 - E(κi, φi) computed by equation (54). 
 φ = 30◦ φ = 50◦ φ = 70◦ φ = 90◦ 

E (0.001, φ) 0.523598752951780 0.872664530931968 1.221730251311830 1.570795934095741 
E (0.5, φ) 0.517881934859938 0.848316628033473 1.163176859928731 1.467462209339426 

E (0.999, φ) 0.500049276809973 0.766288871196247 0.940486775266710 1.003994409965510 

 
 
It makes sense to compute the elliptic integral of first kind in equation (54) 

also by decreasing module in combination with the series expansion, because in 
each step of the recursion the modulus decreases and thus the break criterion is 
reached faster. 

 
3.4 Comparison of theRresults 

The comparison between the tables 9 - 12 shows that most of the values are 
identical with those of table 13, which is treated as a reference. The biggest 
difference concerns E(0.999, 90°), which leads to 2.10-15 between table 12 and 13. 

 
 

Table 13 - E (κi, φi) computed with Maple V. 
 φ = 30◦ φ = 50◦ φ = 70◦ φ = 90◦ 

E (0.001, φ) 0.523598752951780 0.872664530931969 1.221730251311829 1.570795934095741 
E (0.5, φ) 0.517881934859938 0.848316628033472 1.163176859928730 1.467462209339427 

E (0.999, φ) 0.500049276809973 0.766288871196247 0.940486775266712 1.003994409965508 

 
 

Beside the accuracy there is still another criterion which should not be 
neglected. This criterion is the processing time. All algorithms of section 3 
comprise two recursive processes. So it should be considered to take the right 
combination of both, to get the best result. Whereas in this case best means fastest. 
E. g. it seems to be different if we solve E(κ, φ) by decreasing module, then it 
makes sense to apply decreasing module too, in oder to compute the appropriate 
elliptic integral of the first kind. 

This can easily be proved using E(0.5, 90°) as an example. The algorithm 
based on 54 in combination with that based on 30 is about 25% faster than that 
based on 54 together with 25. The same test applied on E(0.1, 90°) delivers still an 

Bol. Ciênc. Geod., sec. Artigos, Curitiba, v. 17, no 1, p.03-22, jan-mar, 2011. 



Rösch, Norbert. 2 1  

advantage of 20% between the two approaches. So the decision between the 
different methods is mainly influenced by the processing time, because the accuracy 
is the same. 

 
4 CONCLUSIONS 

As an example the result of the arc length for φ = 48° is computed. With (3) we 
get 

 
S = 5317885.233 m 

 
(φ denotes the amplitude; further on the parameters of the ellipsoid of Bessel are 
chosen) which is exactly the same result as published by (SCHÖDLBAUER, 1981). 
The result remains the same regardless which algorithm is applied. Even the 
combination of decreasing and increasing module (e.g. formula 49 together with 18 
or 42 together with 25) leads to the same result. Therefore it is almost needless to 
explain that as a consequence also the transformation from geographical coordinates 
to conformal coordinates (e. g. of type Gauss-Krueger or UTM) yields the same 
results. 

The advantages of the algorithms based on the Landen-transformation are 
obvious. They are flexible which means that they can be applied to different 
problems and the accuracy can be fitted to the requirements. Further on they are 
simple to implement as a recursive process and thus the test of the implementation 
is easy as well. As a consequence the presented solutions are an easy to use 
alternative to the known approaches. 
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