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Abstract—A novel adaptive wideband beamforming method is 

proposed, where beamforming is achieved by LMS based space-

time adaptive filtering algorithm. Conventional broadband 

beamforming requires desired signal to be incident from the 

broadside i.e. direction normal to the array. The new method 

overcome this constraint by make use of digital delay filters which 

compensate the delay of receiving data, so that the signal of interest 

can be treated as if it had arrived from the broadside. Then LMS 

based space-time adaptive filtering algorithm is applied to achieve 

beamforming. Another advantage of the proposed methodology is 

its low computational complexity while sustaining high resolution. 

The effectiveness and advantage of the proposed methodology is 

theoretically investigated, and computational complexity is also 

addressed. To verify the theoretical analysis, computer simulations 

are implemented and comparisons with other algorithms are made.  
  

Index Terms— Wideband beamforming, Digital delay filter, LMS algorithm, 

Space-time adaptive filtering.  

I. INTRODUCTION 

The concept of beamforming is to steer the antenna beam in the direction of the desired signal, 

whilst suppressing signal from other directions [1]. Adaptive antennas that operate as purely spatial 

filters are also bandwidth limited, although not in the same sense as time-domain, frequency-domain 

or subspace processing approaches. For narrowband signals the time difference of signal arrival 

between antenna elements can be treated as a phase shift of the received signal. However, for 

wideband signals the difference in the array received signal complex envelope cannot be neglected. 

The bandwidth and multi-path limitations of purely spatial filters are often overcome with what is 

known as Space-Time Adaptive Processing (STAP) [2-5] or Space Frequency Adaptive Processing 

(SFAP) [2-4]. 

Conventional spacecraft control and communication are mainly narrowband communication 

systems, i.e. the maximum relative bandwidth of the space Unified S-band (USB) measurement and 

control system is 5% [6-8]. The movement towards a globalized space communication and 

unprecedented explosion of space technology worldwide has opened a new window for broadband 

communication to develop newer methodologies in the field of spacecraft control and communication. 

It is this challenging environment to which broadband communication intend to contribute by 
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evolving meaningful and optimal solutions to various problems of antenna arrays and related 

applications. Due to the low-received space communication signal power which makes the system 

vulnerable to failure [9], disruption and undesired interferences, beamforming based on spatial 

adaptive filtering is one the main technology to address and assess the possible failure modes and to 

develop strategies to detect such effects and correct them. Research on adaptive narrowband 

beamformers [10] have been gaining ground in the literature, but empirical studies on wideband 

beamforming remains relatively marginal and scarce. Wideband beamforming is the current direction 

of significant research in array signal processing. 

The most classical approach of broadband beamforming is to use tapped delay-lines (TDLs) or FIR 

filter to accomplish beamforming in time-domain. This time domain broadband beamformer is 

equivalent to a time domain filter, which can form an independent frequency response to compensate 

the phase difference of the received signal with different frequency and the interference signal is 

suppressed by space-time filtering [11]. Frequency domain beamforming is another approach to deal 

with wideband signals. Frequency domain beamforming employing least mean square (LMS) 

algorithm is discussed in [12-15]. Another good approach proposed in [1] is to use sensor delay line. 

Comparison    between    SDL    and    TDL    beamformers are presented in [16]. A new approach to 

wideband signal close to end-fire based on TDLs is discussed in [17]. In [18-20], the improved 

broadband beamforming algorithm proposed is under the assumption that the desired signal is incident 

on the array from the normal direction (broadside) i.e. =0  , then DMI (Direct Matrix Inversion) 

algorithm is applied to realize beamforming. To avoid such constraints and difficulties associated with 

conventional broadband beamforming, in this paper we propose a novel method of adaptive 

broadband beamforming based on LMS algorithm, which is suitable for signals impinges on array 

from an angle   relative to the broadside. Some other advantages of this novel methodology include 

its low computational complexity, high resolution to steer the main lobe to the desired direction and 

suppress the broadband interferences to overcome the shortcomings of conventional algorithms. This 

anti-jamming technology can be used in the measurement and control of the space vehicles as well as 

the satellite communication applications. 

The rest of this paper is organized as follows. Section 2 describes the basic wideband signal model, 

whereas Section 3 presents the structure of wideband beamforming based on digital delay filter. 

Section 4 covers the proposed Spatial-Temporal Adaptive Algorithm based on LMS and section 5 

calculates the computational complexity of the proposed algorithm. To illustrate the validity and 

performance of the proposed algorithm, computer simulations are conducted, and the results are given 

in Section 6. Finally section 7 offers some conclusions drawn on the basis of simulation results. 
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Fig. 1. Uniform linear array antenna structure 

II. SIGNAL MODEL 

Consider a uniform linear array with N sensors as shown in figure 1. The first array sensor located 

at the origin of the coordinates is assumed to be the reference sensor and d  is the spacing between 

two adjacent sensors. Consider the far-field signal model, assume that the desired signal and 

interference signal are of same frequency and non-coherent wideband signals, impinges on the array 

from an angle   relative to the broadside, which refers to the direction normal to the array. The first 

array element receives the signal: 

M

1 1

m=1

( ) ( ) ( ) ( )mx t s t i t n t                                                               (1) 

Whereas, ( )mi t  is the m -th interfering signal 1,2, ,m M , 1( )n t  is noise received on first array 

element, ( )s t  is the desired signal received on first array element, a modulated signal can be 

expressed as: 

j2
( ) ( )e cf t

s t m t


                                                                   (2) 

( )m t  is a baseband signal, cf  is the carrier frequency. 

The propagation delay of the received signal from reference array element to the -n th array 

element can be expressed as:   

( 1) sin( ) /n n d c                                                                (3) 

Where, 1,2, ,n N , c  is the speed of light, then the signal received on the n th array element 

can be represented as: 

M

m=1

( ) ( ) ( ) ( )n n m n nx t s t i t n t                                                      (4) 

The received desired signal ( )ns t   is down-converted to baseband signal 
j2

( )e c nf

nm t
  

  before 

sampling.  

The bandwidth B  of narrowband signal satisfy the condition of cB f , and we can approximate 

( ) ( )nm t m t  , so each array element receives the same signal envelope. For wideband signals, 

however, the above condition is not satisfied, so it is not the same as the narrowband signal uniform 
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…… 
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phase shift to compensate for the weight vector [21]. 

III. WIDEBAND BEAMFORMING BASED ON DIGITAL DELAY FILTER STRUCTURE 

Compared with the conventional DMI wideband beamforming, the proposed beamformer employs 

LMS algorithm for calculating tap weight vector, which avoids computing the inverse of a matrix and 

also has smaller computational complexity. But such criterion has a limitation that it can only be used 

under the condition that the desired signal should impinge on the array from broad side i.e. =0  . So 

before calculating the weight vector, we need to compensate the delay of the antenna received signal 

via digital time delay filters in order to ensure that the desired signal impinges on the array from the 

direction normal to the array. Once the tap weight vector is obtained, then delay processing is applied 

to the optimum weight vector. Finally, we get the main lobe steered to the desired direction and nulls 

to the interferences. 

The structure of digital time delay filter is shown in Figure 2. The core idea is the delay 

compensation n  in the time-domain, which makes the signal normal incident that is the angle of 

incidence   is 0 . The Figure 2 shows that the structure of Digital time delay filter is composed of 

two parts, integer time delay filter and fractional delay filter.  

 

 

 

 

 

 

 

 

 

Fig. 2.  Structure of Digital time-delay filter 

 

Assuming the sampling period sT  and the signal data received by the antenna after discretization, 

the n th  array element to compensate time delay can be expressed as: 

n

s

L D
T


                                                                           (5) 

So the total delay of any FD filter [22] can be split into an integer time delay of sampling 

interval =round( )n

s

L
T


; and a fractional delay  -1 2,1 2D . They can be calculated as:  

round( )n

s

L
T


 , n

s

D L
T


                                                              (6) 

For the sampled data, the integer time delay of the sampling interval is first carried out, that is, to 
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compensate the L , and then the fractional delay D  is compensated. Compensation L  can be achieved 

by delay of an integer multiple of the sampling interval sT  using digital delay line, having simpler 

hardware implementation. Compensation of D  can be realized by designing FIR filters. Because of its 

small value, the order of the filter required is not high, thereby reducing the hardware complexity. 

The impulse response ( )h n  of the FD FIR filter can be expressed as:[22] 

( ) sinc( )h n n D                                                                 (7) 

Clearly, for a non-integer D , ( )h n  is infinite as well as non-causal and a filter with such an impulse 

response is thus non-realizable [22]. So we approximate the ideal filter by window method. The 

impulse response of the window function can be described as:  

( ) W( ) sinc( )h n n n D    ， 0 n N                                                (8) 

Window methods are extensively used in signal processing and its related applications. The most 

significant use of window can be found in design of digital filters, where a non-causal and infinite 

ideal impulse response is converted to a finite impulse response (FIR) filter design [23]. Though, the 

window method is numerical efficient in the sense that the ideal response is simply multiplied by a 

window [24]. However, limitations imposed on this approach to choose the optimal window method 

is quite complicated.  

Taking into consideration advantages and disadvantages of available window methods [22], we 

have chosen Chebyshev window characterized by a minimum main-lobe width for a given side-lobe 

attenuation [23]. Chebyshev Window has the unique property that all its side-lobes are equal and the 

side-lobe height is the same at all frequencies [25]. This effect is shown in Figure 3 below. 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3. Default length N = 64 Dolph-Chebyshev window with 100 dB relative sidelobe attenuation 

 

The Dolph-Chebyshev Window function 0 ( )w n in discrete time domain can be represented by the 

following equation [26-27] 
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1
2

0 / 0

0

1
( ) ( )

N
i nk N

D Ch

k

w n W k e
N






                                                        (9) 

0 ( )W k  is the Fourier coefficient and can be derived as: 

-1

0 / -1

cos{ cos [ cos( )]}
( ) (-1)

cosh[ cosh ( )]

k

D Ch

kN
NW k

N




                                          (10) 

Where   is a fixed value parameter described by the following equation: 

11
cosh[ cosh (10 )]D Ch

N

                                                        (11) 

And  

1 20
1

cosh[ cosh (10 )]
A

N
                                                           (12) 

The width of the main-lobe and the resulting filter transition-band can be controlled by varying N . 

The ripple ratio (Side-lobe level) can be controlled by parameter .   

IV. SPATIAL-TEMPORAL ADAPTIVE ALGORITHM BASED ON LMS 

Space-Time Adaptive technology can transform a one-dimensional spatial filtering into two-

dimensional of time and space, forming a model of a two-dimensional space-time processing. After 

the process of digital delay line and fractional time delay filtering for the sample data, it will turn into 

the structure of space-time adaptive filtering based tap delay lines, as shown in Figure 4. In its discrete 

form, the TDL system is replaced by a finite impulse response (FIR) filter and adaptive algorithms 

can be realized by digital circuits [28]. It will realize the beamforming by adjusting the order of FIR 

filters/TDLs and the weight of the taps. The order of the TDLs is decided by the bandwidth of the 

impinging signals [29]. Generally, higher the bandwidth, the longer the TDLs [30]. 

As shown in Figure 4, there are N  array elements in the structure and each channel is connected to 

J  order FIR filter, and the output is as follows [31]: 

H( ) ( )z t t w y                                                                       (13) 

Where; w  is two dimension weight vector in space-time and holds all the NJ  sensor coefficients, 

its size is 1NJ   expressed as follows  

1 2[ ]T

Jw = w w w                                                            (14) 

Whereas, for the j th  column vector jw , 1,2, ,j J  whose size is 1N  , contains the 

N complex conjugate coefficients found at the j th  tap position of the N  TDLs, and is expressed 

as:  

T

1, 2, ,[ ]j j j N jw w ww                                                      (15) 

And ( )ty  is the input data of dimension 1NJ   obtained after the delay compensation of 1N   

dimensional data through TDLs structure. With njy   1,2, , ; 1,2, .n N j J   denote the n th  
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channel to the j th  data after the delayed output, the input data vector can be expressed as: 

T

1 2[ ( ) ( ) ( )]s J st t T t JT  y y y y                                          (16) 

Where the j th  column vector ( )j st jTy  is the input data of dimension 1N  , expressed as: 

T

1 2( ) [ ( ) ( ) ( )]j s s s N st jT y t jT y t jT y t jT    y                          (17) 

 

 

 

 

 

 

 

 

 

 

Fig. 4. Space-time adaptive beamforming based on the TDLs 

 

The weight vector of the taps can be obtained through a variety of algorithms when the desired 

signal is incident from the normal direction. According to the DMI realization principle, the optimal 

solution solved by the Lagrange multiplier method has relation to the inverse of the correlation matrix 

1

yy


R  of the inputs, and can be expressed as follows: 

1 H 1 1

opt ( C)yy yy

  w R C C R f                                                       (18) 

The iterative method of LMS can be derived with space-time adaptive filter and Frost LMS 

algorithm in spatial filtering [31].  

There are J constraints in the space-time structure of J-order filters, and the constraint equation is as 

follow:    

H C w f                                                                         (19) 

Where the NJ J dimensional matrix C  is termed as the constraint matrix, and f  is the 1J   gain 

(constant) vector or J being the number of constraints. The iterative equation obtained by Frost LMS 

algorithm is as follow: 

[ 1] [ ] ( [ ] [ ])yyk k k k   w w R w C                                                (20) 

where   is the iterative step size,   is the Lagrange multiplier. [ 1]k w  must satisfy the constraint 

in equation (19), so we substitute equation (20) into equation (19) to get [ ]k . Then we substitute into 

[ ]k  the iteration equation in (20) and arrive at: 

H 1[ 1] ( ) ( [ ] [ ])yyk k k  w C C C f + P w R w                                      (21) 

sT sT sT

sT sT sT

sT sT sT




( )z t

1,1w 2,1w Jw ,1
3,1w

1,2w 2,2w 3,2w Jw ,2

1,Nw 2,Nw 3,Nw JNw ,







1( )y t

2 ( )y t

( )Ny t
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where 

H 1 H( ) P I C C C C                                                          (22) 

The initial weight is 

H 1[0] ( )w C C C f                                                           (23) 

The better approximate value of the correlation matrix as a time-average can be computed as: 

K
H

k 1

1
( ) ( )yy y k y k

K 

 R                                                             (24) 

K  is the number of snapshots, and then using the simple approximation of correlation matrix yyR  

to replace yyR , the final weight vector can be calculated by following iterative equation as: 

H 1 *[ 1] ( ) ( [ ] [ ] [ ])k k e k y k  w C C C f + P w                                       (25) 

V. COMPUTATIONAL PERFORMANCE ANALYSIS 

The computational complexity of the DMI algorithm is compared with that of the proposed LMS 

algorithm. The comparison is based on a count of the total number of complex multiplications and 

complex additions involved in each of these two algorithms as an indication of computational 

complexity of adaptive algorithms. This provides a reasonably accurate basis for comparing the 

computational complexity of these two algorithms. 

Unlike the new algorithm, the conventional DMI algorithm must seek 
yyR , and subject to a matrix 

inversion operation to solve the optimal weight vector. The weight vector is calculated according to 

equation (18) which is computationally intensive. In practice, the covariance matrix is estimated by a 

finite number K  of time domain samples (snapshots). In the simulations, we used the forward-

smoothing algorithm to estimate the equation (24). 

The new algorithm is based on equation (25) using the iterative calculations to get the optimal 

value, without knowing the true second order statistics information of the signal data, and 

H 1( )C C C f  and P  are fixed matrix under known array conditions, need to be calculated only once. 

It should be noted that the computation of weights by proposed method computes K  iterations 

compared to matrix inversion required by the DMI algorithm and thus the proposed method is 

computationally efficient. 

In the structural model based on a tapped delay line, 
yyR  is the covariance matrix of NJ NJ  

dimension. According to the conventional method of matrix inversion, any element of the inverse 

matrix 
1

yy


R  is the division of the 1NJ  matrix determinant by 

yyR  matrix determinant. The matrix 

inversion requires 
4 3 2( ) 3( ) 4( )NJ NJ NJ NJ   complex multiplications 

and
3 2( ) 2( ) 1NJ NJ NJ    complex additions, so only the computation of inverse covariance 

( , )W N J  is 
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4 3 2( , ) ( ) 2( ) 2( ) 1W N J NJ NJ NJ                                              (26) 

From equation (26), it can be seen that the magnitude of computational cost in computing the 

inverse covariance 1

yy


R  has reached to 4( )NJ . The value of yyR  is related to the value of K .  The 

higher the value of K , the more closer the estimated yyR  is to the true covariance matrix, so the value 

of K  is not too small. The size of ( , )W N J , number of array elements N  and filter order J , are 

related to the number of snapshots K  and its value is large. 

The optimal weight vector of DMI algorithm and the proposed algorithm is calculated by complex 

multiplication and addition operations, in accordance with equation (18) and (25) respectively. The 

total amount of computations 1W  required by the DMI algorithm is as follows: 

4 4 3 2 3

2 2

1 ( 1) ( 2 6 2 2)

[(2 2) 2 2] 1

W N J N N N J

K N N J NJ

       

                                          (27) 

The total amount of computations 2W  of the new algorithm is as follows: 

4 2 3

2 2

2 2 (2 8 4)

[2 2] 5 2

W J N N J

N K J NKJ K

    

                                               (28) 

Comparing equation (27) and (28), we find that the computational complexity of 1W  is much 

higher than 2W , so the proposed algorithm not only reduces the computational complexity, but also 

easy to implement in real-time engineering applications.  

VI. SIMULATION RESULTS 

In this section, the proposed beamformer is evaluated by computer simulations. A uniform linear 

array composed of 8 elements with 7-order tap delay of digital filter is simulated in MATLAB. 

Elements are assumed to be omni-directional, and spacing between the adjacent array elements is 

min 2d  . Assuming the space has two signals, desired signal comes from the look direction 

1 20    and the wideband interferences is incident on the array at 2 20    . The sampling 

frequency is 400MHzsf  .  

In high SNR simulation environment, we use a center frequency of 100MHzcf  , the modulating 

signal bandwidth (B) of 50MHz , interference signal is non-coherent wideband signal of the same 

frequency and signal bandwidth and the noise is random white noise, obeying the normal distribution 

law. After receiving data through digital delay filter, DMI algorithm and proposed LMS algorithm are 

used to realize the broadband signal beamforming. 

Figure 5 is the 3-D beam pattern of DMI algorithm. x axis  is the angle of arrival, the search range 

[ 90 ,90 ]   , - axisy is the normalized frequency [0,1]f  , corresponds to the frequency range 

[0, / 2]sf . The 50MHz desired signal corresponds to the frequency range [75,125]MHz , i.e. axisy   

range interval of [0.375,0.625] . From Figure 5, it can be observed that the main lobe is pointing in the 
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=20 direction. The most deep nulls are in the range of [0.3,0.7]y , and the null in the interference 

direction = 20   significantly suppresses the wideband interference. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5. A 3-D wideband Beam Pattern of DMI algorithm 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 6. A 3-D wideband Beam Pattern of Proposed algorithm 

 

Figure 6 is the 3-D beam pattern under the proposed methodology. From the figure it can be 

observed that the main lobe is steered to the desired signal direction that is =20  . In the frequency 
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range  [0.35,0.68]y , the deepest null in the direction = 20   , effectively suppressed the 

broadband interference. This indicates the successful wideband beamforming operation by LMS 

algorithm based on digital delay filter.  

Like DMI algorithm, the new methodology is also high resolution to steer the main beam in the 

desired signal direction and place deeper nulls in the interferer’s direction. So, the performance the 

proposed beamformer is comparable with that of the conventional DMI beamformer. 

It should be noted that if the desired signal is incident from the direction other than broadside, the 

conventional wideband beamformer without the digital delay filter or pre-steered delays is unable to 

do beamforming. This effect is shown in the Figure 7 below. The desired signal comes from the look 

direction 
1 20    and the wideband interferences is incident on the array at 

2 20    . The 

conventional wideband beamformer without delay filter forms the main beam at 0 degrees, while the 

proposed methodology employing digital delay filter is able to steer the main beam in the direction of 

desired signal (20 degrees). 

 

 

 

 

 

 

 

 

 

 

Fig. 7. The comparison of between the conventional beamformer and proposed beamformer for desired signal incident 

from the non-broadside direction. 

 

To observe the computation performance of the algorithms, equation (23), and (24) shows that the 

amount of computations of the DMI algorithm and proposed algorithm are related with the values of 

N , J  and K . By varying these three variables, the computational complexity of both the algorithms 

are compared. 

The computational complexity of DMI algorithm and proposed algorithm are plotted in Figure 8 

with fixed number of tapped delay-lines =7J . y axis represents the amount of computations i.e. 

computational complexity and x axis represents the number of sensors.  
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Fig. 8. The comparison of computational complexity between the proposed algorithm and the DMI algorithm under a 

fixed J 

As can be seen from the figure above, the computational complexity of both the algorithms 

increases with the increasing values of N  and K . So an increasing trend is observed in the 

complexity of both the DMI and proposed algorithm under fixed number of taps and with the 

increasing number of sensors and snapshots. Under the same value of K , the new algorithm is 

relatively less computational complex than DMI algorithm. Even, when 33N  , the proposed 

algorithm with 30000K   is less computational complex than the DMI algorithm with 5000K  . 

Clearly, the proposed algorithm significantly reduces the computational complexity as compared to 

DMI algorithm, for higher values of N .  

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 9. The comparison of computational complexity between the proposed algorithm and the DMI algorithm under a 

fixed N 
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The computational complexity of DMI algorithm and proposed algorithm are plotted in Figure 9 

with fixed number of array elements 20N  . The computational complexity of both the algorithms 

show an increasing trend with the increasing values of J  and K . The comparison of the proposed 

algorithm and DMI algorithm under the same value of K  shows that the new algorithm is relatively 

less computational complex. For 29J  , the proposed algorithm with 30000K   is less 

computational complex than DMI algorithm with 5000K  . Clearly, for higher values of J , the 

proposed algorithm significantly reduces the computational complexity as compared to DMI 

algorithm. 

VII. CONCLUSION 

In this paper, we have proposed a new adaptive wideband beamforming methodology. The 

proposed methodology employ LMS algorithm based on the formation of a digital delay filter. The 

concept behind this new methodology is to overcome the constraint that signal of interest should be 

impinged on the array from the broadside. Simulations have demonstrated the superiority and validity 

of the proposed methodology. The appealing advantage of the proposed methodology lies in that it not 

only achieves the broadband interference suppression, high resolution to steer the main beam in the 

direction of desired signal and null the interferences, but is also less computational complex by 

reducing the amount of computations to be easily realized in practical systems. 
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