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Abstract
Objective: To describe the challenges and perspectives of the automation of pain assessment in
the Neonatal Intensive Care Unit.
Data sources: A search for scientific articles published in the last 10 years on automated neona-
tal pain assessment was conducted in the main Databases of the Health Area and Engineering
Journal Portals, using the descriptors: Pain Measurement, Newborn, Artificial Intelligence, Com-
puter Systems, Software, Automated Facial Recognition.
Summary of findings: Fifteen articles were selected and allowed a broad reflection on first, the
literature search did not return the various automatic methods that exist to date, and those that
exist are not effective enough to replace the human eye; second, computational methods are
not yet able to automatically detect pain on partially covered faces and need to be tested during
the natural movement of the neonate and with different light intensities; third, for research to
advance in this area, databases are needed with more neonatal facial images available for the
study of computational methods.
Conclusion: There is still a gap between computational methods developed for automated neo-
natal pain assessment and a practical application that can be used at the bedside in real-time,
that is sensitive, specific, and with good accuracy. The studies reviewed described limitations
that could be minimized with the development of a tool that identifies pain by analyzing only
free facial regions, and the creation and feasibility of a synthetic database of neonatal facial
images that is freely available to researchers.
© 2023 Sociedade Brasileira de Pediatria. Published by Elsevier Editora Ltda. This is an open
access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/
4.0/).
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Introduction

Facial expression analysis is a non-invasive method for pain
assessment in premature and full-term newborns frequently
used in Neonatal Intensive Care Units (NICU) for pain diagnosis.1

When newborns experience a painful sensation, the facial fea-
tures observed are brow bulge, eye squeeze, nasolabial furrow,
open lips, stretched mouth (vertical or horizontal), lip purse,
taut tongue, and chin quiver.1 These features are present in
more than 90% of neonates undergoing painful stimuli, and 95-
98% of term newborns undergoing acute painful procedures
exhibit at least the first three facial movements.1 The same
characteristics are absent when these patients suffer an
unpleasant but not painful stimulus.1,2

Several pain scales have been developed for the assess-
ment of neonatal pain. These scales contemplate the facial
expression analysis and are commonly used in the NICU, as
follows: Premature Infant Pain Profile (PIPP) and PIPP Revis-
ited (PIPP-R);3,4 Neonatal Pain, Agitation, and Sedation
Scale (N-PASS Scale);5 Neonatal Facial Coding System
(NFCS);1 Echelledela Douleur Inconfort Nouveau-ne’ (EDIN
Scale);6 Crying, requires increased oxygen administration,
increased vital signs, Expression, Sleeplessness Scale (CRIES
Scale);7 COMFORT neo Scale;8 COVERS Neonatal Pain Scale;9

PAIN Assessment in Neonates Scale (PAIN Scale);10 Neonatal
Infant Pain Scale (NIPS Scale).11 In clinical practice, it is nec-
essary to evaluate the scope of application of the different
scales to flexibly choose the appropriate scale.12

Due to the wide spectrum of available different scoring
methods and instruments for the diagnosis of neonatal pain,
health professionals need an extensive set of skills and
knowledge to conduct this task.13 Although some health pro-
fessionals recognize the occurrence of pain in the neonatal
population, the facial assessment of pain is still performed
empirically in real clinical situations. One way to minimize
this problem would be the use of a computational tool capa-
ble of identifying pain in critically ill newborns by evaluating
facial expressions automatically and in real time.

In the last years, computational methods have been
developed to detect the painful phenomenon automati-
cally,14-26 to help health professionals to monitor the pres-
ence of pain and identify the need for therapeutic
intervention. Even with the advancement of technology,
these studies, all of them related to automatic neonatal
pain assessment, have not addressed practical difficulties in
identifying pain in newborns who remain with devices
attached to their faces. This gap is due to the difficulty in
assessing facial expression in a neonate whose face is par-
tially covered by devices, such as enteral/gastric tube fixa-
tion, orotracheal intubation fixation, and phototherapy
goggles. These problems highlight the need to develop neo-
natal facial movement detection techniques.

In this context, this study aims to describe the challenges
and perspectives of the process of automation of neonatal
pain assessment in the NICU. Specifically, the authors pro-
pose to discuss: (i) the availability of access to the literature
on computational methods for automatic neonatal pain
assessment (when the literature review is done in the main
Databases of the Health and Engineering Areas); (ii) the
computational methods available so far for the automatic
evaluation of neonatal pain; (iii) the difficulty of evaluating
a face that is partially covered by assistive devices; (iv) the
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reduced number of databases of neonatal facial images that
hinder the advance in research; (v) the perspectives for pain
evaluation through the analysis of segmented facial regions.

The authors believe that this critical and up-to-date
review is necessary for both the medical staff, who aim to
choose an automatic method to assist in pain assessment
over a continuous period; and for software engineers, who
seek a starting point for further research related to the real
needs of neonates in Intensive Care Units.
Method

In order to describe the challenges related to finding the
available scientific literature that enables evidence-based
clinical practice, the authors searched for scientific articles
published in the last 10 years on the automatic assessment
of neonatal pain.

The authors have searched the main Health Area Databases27

and Engineering Journal Portals28 (VHL - Virtual Health Library;
Portal CAPES - Coordenaç~ao de Aperfeiçoamento de Pessoal de
Nível Superior; Embase/Elsevier; Lilacs; Medline; Pubmed,
Scielo; DOAJ - Directory of Open Access Journals; IEEE Xplore -
Institute of Electrical and Electronics Engineers), Semantic
Scholar Database, and the arXiv Free Distribution Service.

The literature search took place in August and September
2022, using the Health Descriptors (DeCS structured vocabu-
lary found on the Virtual Health Library site - VHL),29 in
English: Pain Measurement, Newborn, Artificial Intelligence,
Computer Systems, Software, Automated Facial Recogni-
tion, with the Boolean operator AND.

The search for scientific articles included literature pub-
lished in the last ten years on facial assessment of neonatal
pain, selected from a search with the following associated
descriptors: Pain Measurement and Newborn and Artificial
Intelligence; Pain Measurement and Newborn and Computer
Systems; Pain Measurement and Newborn and Software; Pain
Measurement and Newborn and Automated Facial Recognition.

Review articles, manuscripts that did not address auto-
mated facial assessment for neonatal pain diagnosis, and
duplicates were excluded.

The results were descriptive and aimed to identify the
computational methods that have advanced in automating
the facial assessment of neonatal pain in recent years. For
this, data related to the methodology applied in each study
were tabulated, as follows: the pain scale on which each
study was based for the diagnosis of pain; the database and
the sample used in the research; the facial regions that par-
ticipated in the pain assessment, and diagnosis automation
process; sensitivity and specificity in the result of each
research; as well as the limitations of each study and the
future perspectives of each author.
Challenging issues

Availability of literature related to automatic pain
assessment in newborns

In this research, the authors identified relevant studies for
the process of automation of neonatal pain assessment.
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iê
nc

ia
s
da

Sa
� ud

e;
M
ed

lin
e,

M
ed

ic
al

Li
te
ra
tu
re

A
na

ly
si
s
an

d
Re

tr
ie
ve

l
Sy
st
em

O
nl
in
e;

Po
rt
al

C
A
PE

S,
Po

rt
al

de
Pe

ri
� od

ic
os

da
C
oo

rd
en

aç
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T.M. Heiderich, L.P. Carlini, L.F. Buzuti et al.
When performing the literature search in 11 databases
(Table 1), 19 articles were found, six of them in more than
one database. Two studies by Zamzmi[20,26] were added
because they were cited in Grifantini’s report,30 totaling 15
articles[14,20,23,26,30-40] selected for review (Table 2).

It is worth noting that these 2 added articles were not
found using the selected descriptors. This dissonance
showed us one of the challenges in the literature search:
depending on the keywords used for the search, researchers
may not find relevant studies on the topic.

One way to maximize the search for scientific documents
would be to systematize the search process in all databases.
For this, using words common to all search systems would be
interesting. A warning to researchers would be to use key-
words in their publications that address both concepts
related to the Health and Engineering Areas.

Table 3 shows the methods used in each study, the pain
scale on which each study was based for the pain diagnosis,
the database, the facial regions needed for face detection
and diagnosis of neonatal pain, and the diagnostic accuracy
of each method. As for the method, it was possible to
observe that each study used a different method for pain
detection. Interestingly, these methods did not observe the
need to detect some facial regions for pain diagnoses, such
as cheeks, nose, and chin. Even so, the studies were not
shown to be effective to the point of being used in clinical
practice because the methods developed so far have not
been tested at the bedside. Each study’s limitations and
future perspectives are summarized and reported in Table 4.
Computational methods available for automatic
neonatal pain assessment

In 2006, a pioneering study was conducted to classify facial
expressions of pain. The authors applied three feature
extraction techniques: principal component analysis, linear
discriminant analysis, and support vector machine. The face
image dataset was captured during cradling (a disturbance
that can provoke crying that is not in response to pain), an
air stimulus on the nose, and friction on the external lateral
surface of the heel. The model based on the support vector
machine achieved the best performance: pain versus non-
pain 88%; pain versus rest 94.6%; pain versus cry 80%; pain
versus air puff 83%; and pain versus friction 93%. The results
of this study suggested that the application of facial classifi-
cation techniques in pain assessment and management was
becoming a promising area of investigation.41

In 2008, one of the first attempts to automate facial
expression assessment of neonatal pain was performed in a
study developed to compare the distance of specific facial
points. However, the user manually detected each facial
point, so the method was of great interest for clinical
research, but not for clinical use.42

In 2015, Heiderich et al. developed software to assess
neonatal pain. This software was capable of automatically
capturing facial images, comparing corresponding facial
landmarks, and diagnosing pain presence. The software
demonstrated 85% sensitivity and 100% specificity in the
detection of neutral facial expressions, and 100% sensitivity
and specificity in the detection of pain during painful
procedures.14



Table 2 Summary of the 15 articles found.

Reference Authors’ names/
Country

Title Study Type Objective

14 Heiderich, Tet al.
(2015)/ Brasil

Neonatal procedural
pain can be assessed
by computer software
that has good sensitiv-
ity and specificity to
detect facial move-
ments.

Software develop-
ment for neonatal
pain assessment.

Develop and validate
computer software to
monitor neonatal
facial movements of
pain in real-time.

23 Carlini, L et al.
(2021)/Brasil

A Convolutional Neu-
ral Network-based
Mobile Application to
Bedside Neonatal Pain
Assessment.

A mobile application
for smartphones for
neonatal pain assess-
ment.

Propose and imple-
ment a mobile appli-
cation for
smartphones that uses
Artificial Intelligence
(AI) techniques to
automatically identify
the facial expression
of pain in neonates,
presenting feasibility
in real clinical situa-
tions.

30 Grifantini, C (2020)/
USA

Detecting Faces, Sav-
ing Lives.

Report: Discuss how
facial recognition
software is changing
health care.

Report on research
using facial recogni-
tion technology, with
machine learning
algorithms and neural
networks, and could
be incorporated into
hospitals to reduce
pain and suffering and
save lives.

30 cited 20 First citation in Gri-
fantini, C (2020)
Zamzmi, G et al.
(2019)/USA

Convolutional Neural
Networks for Neonatal
Pain Assessment

Investigate the use of
Convolutional Neural
Networks for assessing
neonatal pain.

Investigate the use of
a novel lightweight
neonatal convolu-
tional neural network
as well as other popu-
lar convolutional neu-
ral network
architectures for
assessing neonatal
pain.

30 cited 26 Second citation in
Grifantini, C (2020)
Zamzmi, G et al.
(2022)/USA

A Comprehensive and
Context-Sensitive
Neonatal Pain Assess-
ment Using Computer
Vision

Present an automated
system for neonatal
pain assessment.

Present a pain assess-
ment system that uti-
lizes facial
expressions along with
crying sounds, body
movement, and vital
sign changes.

31 Egede, J et al.
(2019)/United
Kingdom

Automatic Neonatal
Pain Estimation: An
Acute Pain in Neo-
nates Database.

Present an automated
system for neonatal
pain assessment.

Present a system for
neonatal pain assess-
ment which encodes
pain indicative-
features

32 Martinez-B, A et al.
(2014)/Spain

An Autonomous Sys-
tem to Assess, Display
and Communicate the
Pain Level in New-
borns.

Present an automated
system for neonatal
pain assessment - Web
application.

Present a system that
automatically analy-
ses the pain or dis-
comfort levels of
newborns.
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Table 2 (Continued)

Reference Authors’ names/
Country

Title Study Type Objective

33 Rou�e, J et al. (2021)/
France

Using sensor-fusion
and machine-learning
algorithms to assess
acute pain in non-ver-
bal infants: a study
protocol.

The study protocol,
Clinical Trials, and
Prospective observa-
tional study.

Identify the specific
signals and patterns
from each facial sen-
sor that correlate
with the pain stimu-
lus.

34 Cheng, X et al.
(2022) /China

Artificial Intelligence
Based Pain Assess-
ment Technology in
Clinical Application of
Real-World Neonatal
Blood Sampling.

Prospective study -
The client-server
model to run on the
mobile.

Analyze the consis-
tency of the NPA
results from a self-
developed automated
NPA system and
nurses’ on-site NPAs
(OS-NPAs).

35 Domingues, P et al.
(2021)/Brasil

Neonatal Face Mosaic:
An areas-of-interest
segmentation method
based on 2D face
images.

Create a facial mosaic
to aid in the facial
assessment of neona-
tal pain.

Propose the separa-
tion of the face into
predefined polygonal
regions relevant to
pain detection in neo-
nates.

36 Han, J et al. (2012)/
Netherlands

Neonatal Monitoring
Based on Facial
Expression Analysis.

Development of a sys-
tem to analyze vari-
ous facial regions.

Design a prototype of
an automated video
monitoring system for
detecting discomfort
in newborns by ana-
lyzing their facial
expression.

37 Mansor, M et al.
(2014)/Malaysia

Infant Pain Detection
with Homomorphic
Filter and Fuzzy k-NN
Classifier.

Present an automated
system for neonatal
pain assessment.

Evaluate the perfor-
mance of illumination
levels for infant pain
classification.

38 Parodi, E et al.
(2017)/Italy

Automated Newborn
Pain Assessment
Framework Using
Computer Vision Tech-
niques.

Proposed algorithm
for neonatal pain
assessment.

Propose a computer-
ized tool for neonatal
pain evaluation based
on patients’ facial
expressions.

39 Wang, Yet al.
(2022)/China

Full‑convolution Sia-
mese network algo-
rithm under deep
learning used
in tracking of facial
video image
in newborns.

Explore a new track-
ing network for neo-
natal pain
assessment.

Explore the full-con-
volution Siamese net-
work in neonatal
facial video image
tracking application.

40 Dosso, Yet al.
(2022)/Canada

NICUface: Robust
Neonatal Face Detec-
tion in Complex NICU
Scenes

Creation of robust
NICU-face detectors.

Create two neonatal
face detection models
(NICUface) by finetun-
ing the most perform-
ant pre-trained face
detection models on
exceptionally chal-
lenging NICU scenes.

Note: AI, Artificial intelligence; Fuzzy k-NN, Fuzzy K-Nearest Neighbor; NICU, Neonatal Intensive Care Unit; NPA, Neonatal Pain Assess-
ment; OS-NPAs, on-site NPAs.

T.M. Heiderich, L.P. Carlini, L.F. Buzuti et al.
In 2016, a study based on Machine Learning15 proposed an
automated multimodal approach that used a combination of
behavioral and physiological indicators to assess newborn
pain. Pain recognition yielded 88%, 85%, and 82% overall
550
accuracy using solely facial expression, body movement,
and vital signs, respectively. The combination of facial
expression, body movement, and changes in vital signs (i.e.,
the multimodal approach) achieved 95% overall accuracy.



Table 3 Result of the literature search.

Reference Method/Scale which
was based

Database used
(Sample)

Discrimination of
facial regions

Sensitivity and
specificity

14 Developed in the Del-
phi environment,
based on image recog-
nition of pain-related
facial actions. /Scale:
NFCS

Own Base - UNIFESP
University Hospital
(30 newborns
between 35 and 41
weeks of gestational
age).

Bulging brow; narrow-
ing of the lid slit;
deepening of the
nasolabial furrow;
open lips; mouth
stretching.

The software exhib-
ited 85% sensitivity
and 100% specificity in
detecting neutral
facial expressions in
their sting state and
100% sensitivity and
specificity in detect-
ing procedural pain in
neonates.

23 A computational
model with face
detection, data aug-
mentation, and classi-
fication model with
transfer learning to a
CNN architecture pre-
trained by adding fully
connected layers spe-
cifically trained with
neonatal face images.
The application was
developed for the
Android operating sys-
tem using the Android
Studio IDE.
/Scale: NFCS

UNIFESP University
Hospital (30 newborns
between 35 and 41
weeks of gestational
age) and Infant COPE
(26 Caucasian neo-
nates).

Not applicable. This model achieved
93.07% accuracy,
0.9431 F1 Score, and
0.9254 AUC.

30 Report
/Scale: Not applica-
ble.

Not applicable. Not applicable. Not applicable.

30 cited 20 Compares the use of a
novel Convolutional
Neural Networks Neo-
natal along with
others (ResNet50 and
VGG-16) for pain
assessment applica-
tion.
/Scale: NIPS

Infant COPE (26 Cau-
casian neonates) and
NPAD (31 neonates
between 32 and 40
weeks of gestational
age).

Not applicable. Assessing neonatal
pain using LBP fea-
tures achieved 86.8%
average accuracy;
Assessing neonatal
pain using HOG fea-
tures with Support
vector machines
achieved 81.29% aver-
age accuracy;
Proposed N-CNN,
which extracts fea-
tures directly from
the images, achieved
state-of-the-art
results and outper-
formed ResNet, VGG-
16, as well as hand-
crafted descriptors.

30 cited 26 Existing static meth-
ods have been divided
into two categories:
handcrafted-repre-
sentation-based
methods and deep-
representation-based

Infant COPE (26 Cau-
casian neonates).

Not applicable. The system achieved
95.56% accuracy using
decision fusion of dif-
ferent pain responses
that were recorded in
a challenging clinical
environment.
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Table 3 (Continued)

Reference Method/Scale which
was based

Database used
(Sample)

Discrimination of
facial regions

Sensitivity and
specificity

methods.
/Scale: NIPS

31 Uses handcrafted
algorithms and deep-
learned features.
/Scale: NIPS and NFCS

Own Base - APN-db
(213 newborns
between 26 and 41
weeks of gestational
age).

Brow bulge, eye
squeeze, nasolabial
furrow, open lips,
stretch mouth (verti-
cal), stretch mouth
(horizontal), lip
purse, taut tongue,
chin quiver.

The system performs
well with an RMSE of
1.94 compared to
human error of 1.65
on the same dataset,
demonstrating its
potential application
to newborn health
care.

32 The behavioral
parameters related to
movement and
expression are mea-
sured using computer
vision techniques.
/Scale: NIPS, BPSN,
DAN, NFCS, PIPP and
CRIES

Not reported. Head movement,
expression of pain,
frowning, lips move-
ment, eyes open/
closed, cheek frown-
ing.

Not reported.

33 Uses facial electromy-
ography to record
facial muscle activity-
related infant pain.
/Scale: N-PASS, PIPP-
R, NFCS, FLACC and
VAS

Own Base (The painful
procedures will be a
minimum of 60 new-
borns and infants
averaging 6 months).

Forehead, cheek, eye-
brow puffing, eye
pinch, and nasolabial
sulcus.

Tests will be per-
formed in further
studies.

34 It was implemented
with the client-server
model and designed to
run on the mobile
nursing personal digi-
tal assistant device.
/Scale: NIPS

Own Base (232 new-
borns with a mean
gestational age of
33.93 § 4.77 weeks).

Frown, eye squeezing,
nasolabial fold deep-
ening, mouth stretch-
ing, and tongue
tightening.

The accuracies of the
NIPS pain score and
pain grade given by
the automated NPA
system were 88.79%
and 95.25%, with
kappa values of 0.92
and 0.90 (p< 0.001),
respectively.

35 Identifying, trans-
forming, and extract-
ing the regions of
interest from the
face, assembling an
average face of the
newborns, and using
similarity metrics to
check for artifacts.
/Scale: NFCS

UNIFESP University
Hospital (30 newborns
between 35 and 41
weeks of gestational
age).

Eyebrows, eyes, nose,
the region between
the eyes, mouth,
nasolabial folds,
cheeks, and forehead.

Not reported. How-
ever, all images could
be mapped and seg-
mented by region.

36 The system consists of
several algorithmic
components, ranging
from face detection,
determination of the
region of interest, and
facial feature extrac-
tion to behavior stage
classification.
/Scale: Unmentioned

Own Base (newborn
with different condi-
tions)

Eyes, eyebrows, and
mouth.

The algorithm can
operate with approxi-
mately 88% accuracy.

37 Not applicable.
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Table 3 (Continued)

Reference Method/Scale which
was based

Database used
(Sample)

Discrimination of
facial regions

Sensitivity and
specificity

The Local Binary Pat-
tern features are
computed in the
Fuzzy k-NN classifier
employed to classify
newborn pain.
/Scale: Unmentioned

Infant COPE (26 Cau-
casian neonates)

Using the HOMO
method, the sensitiv-
ity is 96.667%.
Specificity ranged
from 96.5% to 97.2%
and accuracy ranged
from 93.3% to 97.2%
depending on the illu-
mination. The fastest
time consumption was
obtained by Conven-
tional Validation
under 100 illumina-
tion levels with
0.065s.

38 Facial features were
extracted through dif-
ferent image process-
ing methods:
placement and track-
ing of landmarks,
edge detection, and
binary thresholding.
/Scale: NFCS, PIPP
and DAN

Own Base - Ordine
Mauriziano Hospital
(15 healthy full-term
neonates between 48
and 72 hours of life).

Eye squeeze (between
mid-eyebrow and
mid-lower eyelid),
cheek raise (between
eye medial corner and
nose corner), brow
bulging (between eye-
brows medial border).

The overall result is
not reported, but
some operators’ eval-
uations were particu-
larly inconsistent
regarding some
parameters like face
furrowing. For these
parameters, the
scores had very low
consistency (about
40%).

39 The commonly used
face detection meth-
ods are introduced
first, and then, the
convolutional neural
network in deep
learning is analyzed
and improved and
then applied to the
facial recognition of
newborns.
/Scale: Used in Hubei
hospital

Own Base - Hubei hos-
pital (40 newborns
with the age of no
more than 7 days).

Not applicable. The accuracy of the
improved algorithm is
0.889, higher by 0.036
in contrast to other
models; the area
under the curve (AUC)
of success rate
reaches 0.748, higher
by 0.075 compared
with other algorithms.

40 Compare five pre-
trained face detection
models, proposing
two new NICUface
models.
/Scale: Unmentioned

CHEO (33 newborns),
COPE (27 newborns),
and NBHR (257
patients)

Not applicable. The proposed NICU-
face models outper-
form previous state-
of-the-art models for
neonatal face detec-
tion and are robust to
many identified com-
plex NICU scenes.

Note: APN-db, Acute Pain in Neonates; AUC, Area Under the Cuve; BPSN, Bernese Pain Scale for Neonates; CHEO, Children’s Hospital of
Eastern Ontario; COPE, Classification of Pain Expression; CRIES, C�Crying; R�Requires increased oxygen administration; I�Increased vital
signs; E�Expression; S�Sleeplessness; DAN, DouleurAigue Nouveau-N�e; FLACC, Face, Legs, Activity, Cry, Consolability; Fuzzy k-NN, Fuzzy
K-Nearest Neighbor; HOG, Histogram of Oriented Gradients; HOMO, Homomorphic Filter; IDE, Integrated Development Environment; LBP,
Local BinaryPattern; NBHR, Newborn Baby Heart Rate; N-CNN, Neonatal - Convolutional Neural Networks; NFCS, Neonatal FacialCoding
System; NIPS, Neonatal Infant Pain Scale; NPA, Neonatal Pain Assessment; NPAD, Neonatal Pain Assessment Dataset; N-PASS, Neonatal Pain
and Sedation Scale; PIPP, Premature Infant Pain Profile; PIPP-R, Premature Infant Pain Profile-Revised; RMSE, Root Mean Square Error; UNI-
FESP, Universidade Federal de S~ao Paulo; VAS, Visual Analogue Scale; VGG, Visual Geometry Group.
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Table 4 Result of the literature search.

Reference Each study’s limitation Reported perspectives

14 � The software is unable to detect points correspond-
ing to the lower area of the face, such as chin move-
ments, or specific points on the tongue;

� The face with medical devices is not detected.

� It should be noted that the ideal tool would indicate
when pain intensity deserves treatment or treat-
ment adjustments;

� The use of an electronic eye, less dependent on
humans, could help to integrate pain assessment
with pain treatment in the context of neonatal care.

23 � Translational research needs to be done to assess the
accuracy of the app for different neonates and clini-
cal situations to assess if the performance of the
neural network is less prone to subjective variables
that modify pain assessment than the human
performance;

� The face with medical devices is not detected.

� Apply different explainable AI methods to better
understand facial regions that might be relevant to
pain assessment and use all the depicted face
images to enlarge the face image samples and train
our computational model.

� Evaluate more recent CNN architectures.
� Perform hands-on testing of the mobile application.

30 � Not applicable. � Not applicable.

30 cited 20 � The current approach was evaluated on a relatively
small number of infants;

� The face with medical devices is not detected.

� Explore the use of CNNs to develop a highly accurate
pain assessment application;

� Improve the effectiveness of pain intervention while
mitigating the short- and long-term outcomes of
pain exposure early in life;

� Realize a multimodal approach to pain assessment
that allows pain to be assessed during circumstances
when all pain responses are not available, clinical
condition, activity level, and sedation;

� Integrate contextual information, such as medica-
tion type/dose, to obtain a context-sensitive pain
assessment.

� Collect a large multimodal dataset during hospitali-
zation in the NICU;

� Investigate the possibility of using neonate sounds as
soft biometrics.

30 cited 26 � High False Negative Rate;
� The current approach was evaluated on a relatively
small number of infants;

� The current work does not provide a comparison
between the assessment of the proposed automatic
system and human;

� The face with medical devices is not detected.

� Investigate several directions for minimizing False
Negative Rate;

� Employ or implement advanced noise reduction
methods;

� Enlarge the training data using traditional augmen-
tation methods and Generative adversarial
networks;

� Follow another approach, assessing the level or
intensity of the detected pain class;

� Evaluate the approach on a larger dataset of infants
recorded during both procedural and postoperative
pain;

� Investigate the association between neonatal pain
and the brain’s hemodynamic activities using Near-
infrared Spectroscopy;

� Explore the association between neonatal pain and
changes in skin color as well as the association
between pain and eye movement/pupil dilation;

� Test how well the automatic system performs as
compared to human judgments;

� Adding points to the total score of infants, based on
age, pain history, or other factors, to compensate
for their limited ability to behaviorally or physio-
logically communicate pain.
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Table 4 (Continued)

Reference Each study’s limitation Reported perspectives

31 � In terms of PCC, the performance is relatively low;
� The face with medical devices is not detected.

� The goal is pain intensity estimation;
� Future work will focus on incorporating other pain
modalities, particularly body movements which are
part of the NFLAPS and collecting additional data.

32 � Does not report whether the system will be able to
evaluate faces with medical devices.

� Providing the relatives (parents) with a tool that
allows remote supervising of their newborn’s
wellness.

33 � The face with medical devices is not detected. � Evaluate the intensity of the pain, classifying it as
mild, moderate, or severe pain;

� Future applications may also include patient popula-
tions incapable of expressing pain (children with dis-
ability, adults with dementia, or mechanically
ventilated patients).

34 � It is not possible to accurately assess pain scores or
pain grades with AI technology;

� The automated NPA system currently requires an
additional nurse to record the video;

� Does not report whether the system will be able to
evaluate faces with medical devices.

� Automate the entire process by recording video with
bedside cameras in the future.

� The AI technology embedded in the electronic-med-
ical-record system in the future will realize inter-
vention for pain in real-time by medical staff.

� The downstream health education system can fur-
ther perform pain-knowledge education for new-
borns’ family members to realize the traceability,
standardization, and intelligence of the whole pro-
cess of pain management.

35 � The metrics to validate the presence of artifacts
need to be further tested. Mutual information was
not able to validate, Pearson’s correlation coeffi-
cient validated a part of the cases, and only the root
means square error showed promise.

� Test more metrics and techniques to detect the
presence of artifacts in each facial region.

36 � The system should be more illumination indepen-
dent and should be able to handle partial component
occlusions.

� The face with medical devices is not detected.

� Perform an analysis possible to be applied in a real
hospital situation.

37 � The face with medical devices is not detected. � Implement the system in clinical practice, since the
classification result shows that the proposed tech-
nique could be employed as a valuable tool for clas-
sifying the newborn between pain and normal with
Fuzzy k-NN Classifier.

38 � The limited size of the dataset requires extension
and further experimentation;

� Rapid head movements are a problem for landmark
tracking;

� A thorough exploration of the parameters and alter-
natives of the KLTalgorithm seems necessary to
ensure more stability to the system;

� The face with medical devices is not detected.

� Conduct additional video acquisition campaigns that
will lead to a substantial extension of the original
dataset;

� Increase the number of expert operators performing
manual pain assessment.

� To better analyze the consistency and repeatability
of the process, multiple scoring sessions on the vid-
eos should be performed by the same operators at
different periods;

� Adopt landmark selection algorithms best suited for
child’s faces;

� Video processing can be effectively complemented
by the analysis of audio information.
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Table 4 (Continued)

Reference Each study’s limitation Reported perspectives

39 � The model cannot be updated online;
� The amount of data in the newborn image database
is not very large, and it must amplify the image on
the data set during the experiment;

� It needs more experiments with faces covered by
devices.

� In the follow-up research, the algorithm can be fur-
ther optimized based on the model algorithm built
by this research firstly to improve its real-time per-
formance and recognize the emotions of newborns
in real-time.

� The algorithm can combine with other auxiliary
information such as crying and body movements for
multi-modal classification and recognition when the
facial expressions of newborns are collected to build
a standard newborn image database with a large
volume of data.

40 � Not all methods were able to robustly identify
patients’ faces in complex scenes involving photo-
therapy lighting, ventilation support, view in dorsal
decubitus, and prone position;

� One of the proposed settings works better on smaller
faces, and the other works better in a brighter
environment.

� Perform an enhancement to improve the accuracy of
NICU-face; Complement the networks using an
ensemble network and combining the strengths of
the models;

� Use these models for the implementation of other
neonatal monitoring applications (e.g., in-home
monitoring or intelligent monitoring applications
from smartphones)

Note: CNN, convolutional neural networks; Fuzzy k-NN, Fuzzy K-Nearest Neighbor; KLT, Kanade�Lucas�Tomasi; NFLAPS, Neonatal Face
and Limb Acute Pain; NICU, Neonatal Intensive Care Unit; NPA, Neonatal Pain Assessment; PCC, Pearson Correlation Coefficient.
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These preliminary results revealed that using behavioral
indicators of pain along with physiological indicators could
better assess neonatal pain.15

In 2018, researchers created a computational framework
for pattern detection, interpretation, and classification of
frontal face images for automatic pain identification in neo-
nates. Classification of pain faces by the computational
framework versus classification by healthcare professionals
using the pain scale "Neonatal Facial Coding System" reached
72.8% accuracy. The authors reported that some disagree-
ments between the assessment methods could stem from
unstudied confounding factors, such as the classification of
faces related to stress or newborn discomfort.16

In the same year, another group of researchers presented
a dynamic method related to the duration of facial activity,
by combining temporal and spatial representations of the
face.17 In this study, the authors used facial configuration
descriptors, head pose descriptors, numerical gradient
descriptors, and temporal texture descriptors to describe
facial changes over time. The dynamic facial representation
and the multi-feature combination scheme were success-
fully applied for infant pain assessment. The authors con-
cluded that the profile-based infant pain assessment is also
feasible because its performance was almost as good as
using the whole face. In addition, the authors noted that
gestational age was one of the most influencing factors for
infant pain assessment, highlighting the importance of
designing specific models depending on gestational age.17

Other researchers have implemented a computational
framework using triangular meshes to generate a spatially
normalized atlas of high resolution, potentially useful for
the automatic evaluation of neonatal pain.19 These atlases
are essential to describe characteristic and detailed facial
556
patterns, preventing image effects or signals (which are not
relevant and which portray undesirable particularities,
inherent to the imperfect data acquisition process) from
being erroneously propagated as discriminative variations.

Also in 2019, researchers created a network for neonatal
pain classification, called Neonatal - Convolutional Neural
Network (N-CNN), designed to analyze neonates’ facial
expressions. The proposed network achieved encouraging
results that suggested that automated neonatal pain recog-
nition may be a viable and efficient alternative for pain
assessment.20 This was the first CNN built specifically for
neonatal pain assessment, which did not use transfer learn-
ing as a methodology.

In addition, another group of studies developed an auto-
mated neonatal discomfort detection system based on video
monitoring, divided into two stages: (1) face detection and
face normalization; (2) feature extraction and facial expres-
sion classification to discriminate infant status into comfort
or discomfort. The experimental results showed an accuracy
of 87% to 97%. However, even though the results were prom-
ising for use in clinical practice, the authors reported the
need for new studies with more newborn data to evaluate
and validate the system.21

A major technological advance occurred in 2020 after the
development of a new video dataset for automatic neonatal
pain detection called iCOPEvid (infant Classification of Pain
Expressions videos). The creators of this dataset also pre-
sented a system to classify the iCOPEvid segments into two
categories: pain and non-pain. Compared to other human
classification systems, the results were superior; however,
the addition of CNN to further improve the results was not
successful. Therefore, the authors reported the need for fur-
ther studies using CNN.18
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In 2020, a new study proposed an application of multivar-
iate statistical analysis, in the context of images of new-
borns with and without pain, to explore, quantify, and
determine behavioral measures that would help in the crea-
tion of generalist pain classification models, both by auto-
mated systems and by health professionals. The authors
reported that using behavioral measures it was possible to
classify the intensity of pain expression and identify the
main facial regions involved in this process (frowning the
forehead, squeezing the eyes, deepening the nasolabial
groove, and horizontally opening the mouth made the model
similar to a face with pain, and features such as mouth clo-
sure, eye-opening, and forehead relaxation made the model
similar to a face without pain). The developed framework
showed that it is possible to statistically classify the expres-
sion of pain and non-pain through facial images and highlight
discriminant facial regions for the pain phenomenon.19

In 2021, two studies were conducted using deep neural
networks. One compared the use of the N-CNN and an
adapted ResNet50 neural network architecture to find the
model best suited to the neonatal face recognition task. The
results showed that the modified ResNet50 model was the
best one, with an accuracy of 87.5% for the COPE image
bank.22 The other study used neural networks for newborn
face detection and pain classification in the context of
mobile applications. Additionally, this was the first study to
apply explainable Artificial Intelligence (AI) techniques in
neonatal pain classification.23

Then, new research reviewed the practices and chal-
lenges for pain assessment and management in the NICU
using AI. The researchers reported that AI-based frameworks
can use single or multiple combinations of continuous objec-
tive variables, that is, facial and body movements, cry fre-
quencies, and physiological data (vital signs) to make high-
confidence predictions about the time-to-pain onset follow-
ing postsurgical sedation. The authors reported that emerg-
ing AI-based strategies have the potential to minimize or
avoid damage to the newborn’s body and psyche from post-
surgical pain and opioid withdrawal.24

Another study group has created an AI System, called
“PainChek Infant” for automatic recognition and analysis of
the face of infants aged 0 to 12 months, allowing the detec-
tion of six facial action units indicative of the presence of
pain. PainChek Infant pain scores showed a good correlation
with "Neonatal Facial Coding System-R" and the “Observer-
administered Visual Analogue Scale” scores (r = 0.82�0.88;
p < 0.0001). PainChek Infant also showed good to excellent
interrater reliability (ICC = 0.81�0.97, p < 0.001) and high
levels of internal consistency (a = 0.82�0.97).25

In 2022, a pain assessment system was created using facial
expressions, crying, body movement, and vital sign changes.
The proposed automatic system generated a standardized
pain assessment comparable to those obtained by conven-
tional nurse-derived pain scores. According to the authors,
the system achieved 95.56% accuracy. The results showed
that the automatic assessment of neonatal pain is a viable
and more efficient alternative than the manual assessment.26

Additionally, in 2023, a systematic review study discussed
the models, methods, and data types used to lay the founda-
tions for an automated pain assessment system based on
deep learning. In total, one hundred and ten pain assess-
ment works based on unimodal and multimodal approaches
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were identified for different age groups, including neonates.
According to the authors, artificial intelligence solutions in
general, and deep neural networks in particular, are models
that perform complex functions, but lack transparency,
which becomes the main reason for criticism. Also, this
review demonstrated the importance of multimodal
approaches for automatic pain estimation, especially in clin-
ical settings, and highlights that the limited number of stud-
ies exploring the phenomenon of pain beyond extraordinary
situations, or considering different contexts, maybe one of
the limitations of current approaches regarding their appli-
cability in real-life settings and circumstances.43

All studies reported significant limitations that preclude the
use of their methods in the clinical NICU practice, such as (1)
the inability to detect points corresponding to the lower facial
area, chin movements, specific tongue points, and rapid head
movements; (2) a small number of neonates for evaluation and
testing of the algorithm; (3) inability to robustly identify
patients’ faces in complex scenes involving lighting and venti-
lation support. Given these limitations, there is an emerging
need for evaluating and validating each neonatal pain assess-
ment automation method proposed to date.

A limited number of databases of neonatal facial
images

The reason for the small number of published studies around
automated neonatal pain analysis and assessment using
Computer Vision and Machine Learning technologies may be
related to the limited number of neonatal image datasets
available for research.17

Currently, there are few datasets for facial expression
analysis of pain in newborns. The publicly available data-
bases are COPE;41 Acute Pain in Neonates database (APN-
db);31 Facial Expression of Neonatal Pain (FENP);44 freely
available data from YouTube, which was used from the year
2014 for a systematic review study;45 USF-MNPAD-I (Univer-
sity of South Florida Multimodal Neonatal Pain Assessment
Dataset;46 and Newborn Baby Heart Rate Estimation Data-
base (NBHR)47 which provides facial images of newborns,
but is primarily aimed at monitoring physiological signs.

All these databases are being widely used in the academic
scientific environment; however, they have some limita-
tions, such as the small number of images; images of only
one ethnic group; low confidence (no explanation about
approval in ethics committees); images of a specific clinical
population, mainly term newborns, not allowing studies
with preterm and critically ill newborns.

These databases only have images of newborns with the
face free and do not have images of newborns with devices
attached to the face, except for the USF-MNPAD-I database.46

This scenario of a scarcity of databases with images of criti-
cally ill newborns hampers the development of new methods
to automate pain assessment in this very specific population.
Perspectives

This article attempted to report the difficulties faced so far
in the creation of an automatic method for pain assessment
in the neonatal context. Based on the several analyzed
frameworks, it is evident that there are gaps in the
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development of practical applications that are sensible, spe-
cific, with good accuracy, and can be used at the bedside.

For research to advance in this area, a larger number of
neonatal facial images are needed to test and validate algo-
rithms. The authors believe that a convenient way to over-
come this practical issue would be the creation of synthetic
databases, which might contemplate not only the increased
number of facial images but also different races, sex, types
of patients, and types of devices used, aiming at a better
generalization of the algorithms.

Another limitation in the studies is the difficulty of
detecting pain in partially covered faces. As previously
stated, the devices attached to the face of the newborn hin-
der the visualization of all points and facial regions that are
indispensable for the automatic evaluation of pain.

This problem only happens because the computational
methods developed so far assume that all facial regions
need to be detected, evaluated, and scored to make the
pain diagnosis possible. Trying to guess what the image of
the facial region behind the medical device looks like may
not be the best alternative to solve this problem.

One possibility would be to identify pain only by analyzing
the free facial regions. The development of a system of evalu-
ation of the segmented parts of the face would make possible
the evaluation and classification of pain weighted only by the
free facial regions, not requiring the identification and classi-
fication of all facial points, as is done holistically nowadays.

The creation of a classifier by facial region would allow
the identification of which regions are more discriminating
for the diagnosis of neonatal pain. Consequently, it would be
possible to give scores with different weights for each visible
facial region and maximize the process of pain assessment of
newborns who remain with part of the face occluded.

In addition, new methods of facial assessment need to be
tested during the natural movement of the neonate and
with different light intensities. It would be important to test
how the computer method for automatic pain assessment
works together with other assessment methods such as man-
ual assessment using facial pain scales, body movement
assessment, brain activity, sweating, skin color, pupil dila-
tion, vital signs, and crying.

It is worth mentioning that, for decision-making, neither
clinical practice (based on pain scales) nor computer models
alone would be sufficient to reach a more accurate decision
process. This is because, without interpreting the informa-
tion used for decision-making by humans and machines, one
cannot affirm that the assessment was made with precision.
Therefore, studies that seek to understand this information,
extracted from both human and machine eyes, can help to
create models that combine these two types of learning.
Examples of such studies would be those of Silva et al.48 Bar-
ros et al.49 and Soares et al.50 that used gaze tracking of
observers during newborn pain assessment; and research
using eXplainable Artificial Intelligence (XAI) models, such
as those of Carlini et al.23 and Coutrin et al.51

With technological advances, it will be possible to create
a method capable of identifying the presence and the inten-
sity of neonatal pain, differentiating pain from discomfort
and acute pain from chronic pain. Thus, providing the appro-
priate neonatal care and treatment for each patient,
according to the gestational age and within the complexity
that involves the NICU environment.
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