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Finding the most efficient solvent for a chemical reaction can demand costly experimental procedure and the screening is usually 
limited to few solvents. The use of theoretical methods could accelerate the search for the best solvent, able to promote most effective 
kinetics and thermodynamics of a reaction. In this work, it was proposed an automated procedure that calculates the solvent effect 
for a chemical reaction using all the 179 solvents available in SMD (solvation model density). The reaction of 2-bromoacetophenone 
with pyridine was used as a test. The SMD model correctly predicts the reactivity trends for five solvents, which experimental data 
are available. We have found that sulfolane, a less usual solvent, is the best one for this reaction. The present study points out that 
computational screening of large set of solvents using the SMD model is a viable approach and could be useful for chemical reactions 
optimization.
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INTRODUCTION

Solvent effects on chemical reactions is a classical topic in 
chemistry and its understand is useful in the planning of reactions.1 In 
fact, simple rules discussed in organic chemistry textbooks have been 
devised to auxiliary in the prediction of solvent effect. Nevertheless, 
this qualitative and chemical intuition based approach is not enough 
for solvent selection from a large set of possible solvents. The need 
for reliable and quantitative methods for solvent selection in diverse 
applications has induced the development of several approaches, in 
some cases including green chemistry considerations.2-10

The solvent can alter both the free energy of reaction (∆G) and 
the free energy of activation (∆G‡) for each reaction step. Thus, for 
reactions with very negative free energy of reaction, the activation 
barrier determines the reaction time, product ratio (selectivity) and 
yield of a chemical reaction. In this case, the solvent effect on the free 
energy of activation is the critical property to analyze. Otherwise, if 
the free energy of reaction is close to zero, the thermodynamics of 
the reaction becomes important and can determine the selectivity and 
yield.11-15 This second case points out the important role of solvent for 
the stability of the products and this feature must be taken in account. 
A general view of the solvent effect on the Gibbs free energy profile 
of a chemical reaction is presented in Figure 1.

Usually, in the investigation of new reactions or synthetic 
procedures, several solvents are tested to find the most effective one. 
Nevertheless, the experimental screening is time-consuming, costly 
and limited to small number of solvents. It would be worth to have 
available theoretical methods able to make fast selection of the best 
solvent to conduct the reaction. 

Inclusion of the solvent effect in theoretical calculations of 
chemical reactions has two main approaches: a) liquid simulation by 
molecular dynamics or Monte Carlo methods,16-18 and b) dielectric 
continuum-based models.19-32 The latter approach is especially 
useful for computational screening of solvents. Among the possible 
continuum methods, the SMD model of Cramer and Truhlar has 
been tested on several problems involving solvation and chemical 
reactions and usually presents a good performance for solvation of 

neutral species.24,33-38 In the cases that free ionic species are involved, 
the method is less reliable and may be needed to use hybrid cluster-
continuum approaches.39,40

In the application of continuum models for chemical reactions, it 
is important to take care about the type of reaction is being considered. 
Scheme 1 present some cases. In the reactions of type (1), there is not 
free solvated ions involved and the SMD model is accurate. In fact, 
the error in the solvation free energy for the SMD model for neutral 
molecules is usually less than 1 kcal mol-1.24,37,38 In the second set of 
reactions, ions exist like ion pairs and ion pairs are being formed or 
are reacting. In addition, in the reaction (4), a free solvated ion is 
reacting with a neutral molecule and forming a new solvated ion and 
a new neutral molecule. This is a typical ion-molecule SN2 reaction 
and a substantial solvent effect takes place. For these cases, the SMD 
model is less reliable because this solvation model is less accurate 
for ion solvation.24,35,36 In addition, it is important to emphasize that 
only polar solvents can have free solvated ions in solution. The fifth 

Figure 1. Gibbs free energy profile and its consequence on the reaction rate, 
selectivity and yield. This is a hypothetical profile



Solvent selection for chemical reactions: automated computational screening of solvents using the SMD model 629Vol. 41, No. 6

reaction is the most difficult case, because a pair of ions are forming 
a neutral species (or the reverse reaction). Continuum models may 
be very unreliable for this type of reactions.35

Recently, Struebing et al. have proposed a method based on 
quantum mechanics calculations and computer-aided molecular design 
(CAMD) to make a screening in a space of 1341 solvents.41,42 Their 
approach is a combination of continuum solvation calculation, using 
the SMD model for five or six solvents,41 and the solvatochromic 
equation in conjunction with group-contribution methods to predict the 
solvent effect for a large set of solvents. However, the procedure was 
not widely tested to predict solvation free energy of neutral and ionic 
solutes as the SMD model was,24,33,35,37 and the diversity of solvents is 
rather limited. For example, analyzing the group contribution scheme 
used by Struebing et al., it can be observed that it does not include 
sulfone, sulfoxide and amide groups. It would be desirable a solvent 
screening with a wider diversity of functional groups.

Struebing et al. have applied the CAMD method to investigate the 
solvent effect on a Menshutkin reaction (Scheme 2). They have found 
that the nitromethane is the best solvent. Thus, our goal in this work 
was to evaluate the CAMD method against full SMD calculations. 
The idea is using the high computational capabilities of modern 
workstations to show that direct automated SMD calculations for 
all the solvents of the SMD model can also be a viable and useful 
strategy for solvent selection. 

THEORETICAL METHODS

Electronic structure calculations

The reaction in Scheme 2 was investigated by quantum chemistry 
calculations, using the X3LYP functional43 and the 6-31(+)G(d) basis 
set for geometry optimization and frequency calculations. The PCM 
method was used in these optimizations with the methanol solvent 
and atomic cavities with 240 tesserae to generate an accurate and 
continuous potential of mean force surface.44,45 The inclusion of the 
solvent in the optimizations provides more reliable geometries of the 
highly polar transition state. The use of other polar solvent hardly 
alters the geometries. 

On the optimized structures, it was done single point energy 
calculations using the M08-HX functional46 and the def2-TZVPP 
basis set47 augment with diffuse functions on oxygen, nitrogen and 

bromine, a basis set similar to ma-def2-TZVPP.48 This higher level 
of theory was used to obtain the final electronic energy. It is worth 
to mention that this functional was tested for chemical reactions and 
provides reliable activation barriers.49 

In the calculation of the solvation free energy, it was done single 
point calculation with the SMD method and the X3LYP/6-31(+)G(d) 
electronic density (IEFPCM for electrostatic part). The SMD model 
has parameters for 179 solvents. Thus, the SMD calculations were 
done for all the solvents via an automated procedure, using a python 
code (SNAPY) able to generate the input, run the quantum chemistry 
program and read the output.50,51 These SMD calculations have taken 
only 2000 min into 8 nuclei intel XEON processor. The standard 
state of 1 mol L-1 was used in the final report of the free energies. 
All of these calculations were done with the GAMESS program.52,53

SNAPY program

The SNAPY program was written in the Python language and 
has the purpose of automating the assembly of input files and the 
reading of the output files in the solvation free energy calculations 
for all the 179 solvents parameterized for the SMD model. Because 
modern workstations are very fast, the preparation of the input files 
and the reading the output files is very time consuming. Thus, using 
the automation in the SNAPY, the time for the calculations may 
become less than 1% of the time spent without the use of the program. 

The Program is divided in two parts. In the first part, the program 
reads the optimized geometry in the output file of GAMESS and 
selects the located geometry. Otherwise, the geometry previously 
obtained can be used as input. In the following step, these coordinates 
are used to generate 179 input files for each solvent available in the 
SMD. Then, the GAMESS program is carried out for each generated 
input file. After all the solvation calculations were carried out, the 
second part of the program reads the output files and generates a list 
of the solvation free energies obtained by the calculations for each 
solvent. These data can be read in the Excel to calculate the free energy 
of reaction and activation for each solvent. A scheme presenting how 
the program works is shown in Scheme 3. The python code (SNAPY) 
is available for any researcher interested to use the approach.51

Kinetics analysis

The rate constant k(T) for a chemical reaction is related to the 
free energy of activation through the Eyring equation:

  (1)

where kb is the Boltzmann constant, h the Planck constant and R 
the ideal gas constant. The free energy of activation in liquid phase 

Scheme 1. Some types of reactions and how reliable is the SMD model

Scheme 2. Menshutkin reaction studied in this work
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( ) has two contributions: the gas phase free energy ( ) and 
the solvation contribution to the free energy ( ):

  (2)

Because the reaction is bimolecular, and considering negative 
reaction free energy, the integrated rate law is given by:

  (3)

where [A]0 and [B]0 are the initial concentrations of the reactants 
A and B, k the rate constant and t the reaction time. This equation 
considers [A]0 ≠ [B]0.

RESULTS AND DISCUSSION

The optimized transition state and ion pair product are shown in 
Figure 2. The gas phase contribution to the free energy of activation is 
29.3 kcal mol-1, whereas the free energy of the product is 9.0 kcal mol-1 
above of the reactants. Because there is a substantial increase of 
the dipole moment of the transition state and of the product in 
relation to reactants, the solvent stabilizes both the transition state 
and the product. The free energy profile of this reaction is shown in 
Figure 3 for the reaction in the gas phase, apolar (toluene) and polar 
(acetonitrile) solvents. The solvent effect is much more important for 
the ion pair product, because the free energy of reaction goes from 
9.0 kcal mol-1 (gas phase) to -7.6 kcal mol-1 (acetonitrile), whereas 
the activation barrier decreases by 4.3 kcal mol-1.

There is experimental data for this reaction for five different 
solvents: toluene, chloroform, tetrahydrofuran, acetone and 
acetonitrile.41 We have plotted the theoretical free energy barrier 
versus the experimental data, obtained from the experimental rate 

Scheme 3. Diagram showing how the SNAPY program works

Figure 2. Transition state and product of the reaction presented in Scheme 2
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constants, presented in Figure 4. It can be observed that the theoretical 
free energy barriers overestimate the experimental barriers by 
4 kcal mol-1. This deviation has two sources: the M08-HX method 
and the SMD model. Extensive tests on the performance of this 
functional for activation barriers have found a mean uncertain lower 
than 2 kcal mol-1.49 In the case of the SMD model, the error in the 
barriers for anion-molecule reactions, using CCSD(T) method for 
electronic energy, reaches 3 kcal mol-1 in methanol as solvent.35 
Consequently, while part of the error is due to the M08-HX method, 
we believe that the main source of error on these calculations can 
be attributed to the flaw of the continuum SMD model to describe 
accurately very polar structure, like the transition state of this reaction. 
However, the deviation is similar for each solvent, indicating a good 
correlation between theory and experiment, with R2 = 0.80 (coefficient 
of determination). Thus, the SMD model is able to predict correctly 
the trend in the reactivity. 

The calculated barriers for all the 179 solvents are presented 
in the supporting information. We have chosen some solvents, 
reported by Struebing et al., as well as additional solvents, and 
presented the results in Table 1. The free energy barriers calculated by 

Struebing et al. is few kcal mol-1 lower than our calculated barrier, due 
to different level of theory used. Thus, we have compared the relative 
barriers and taken the toluene solvent as the reference. The reactivity 
order is the same as that reported by Struebing et al., from toluene to 
nitromethane. Those authors have found that nitromethane is the most 
effective solvent to accelerate the reaction. Our results point out this 
is not the case. Table 1 reports five solvents superior to nitromethane, 
based on SMD calculations. We have predicted that the most effective 
solvent is sulfolane, with a free energy barrier 0.62 kcal mol-1 lower 
than nitromethane. Considering the exponential dependence of the 
rate constant with ∆G‡, given by transition state theory (equation 1), 
this difference in ∆G‡ makes a significative effect on the conversion 
rate. Figure 5 shows the conversion of 2-bromoacetophenone to the 
product and a comparison between the nitromethane and sulfolane 
solvents, based on our calculated ∆G‡. To simulate the second order 
kinetics, we have used 0.40 mol L-1 for 2-bromoacetophenone and 
0.80 mol L-1 for pyridine. We can see that sulfolane has a significative 
increase in the product formation in relation to nitromethane. 

Figure 3. Gibbs free energy profile for the investigated reaction in the gas 
phase, toluene and acetonitrile. Units in kcal mol-1

Figure 4. Theoretical versus experimental free energy of activation for the 
reaction in Scheme 2. Solvents toluene, chloroform, tetrahydrofuran, acetone, 
acetonitrile. Experimental data from ref. 41

Table 1. Free energy of activation in different solvents for the reaction in 
Scheme 1a

∆G‡ 
(CAMD)b

∆∆G‡ 
(CAMD)b

∆G‡ 
(SMD)c

∆∆G‡ 
(SMD)c

toluene 25.36 0.00 27.09 0.00

chlorobenzene 23.46 -1.90 25.93 -1.16

ethyl acetate 23.33 -2.03 25.85 -1.24

THF 22.99 -2.37 25.61 -1.48

acetone 22.29 -3.07 25.22 -1.87

acetonitrile 21.99 -3.37 25.05 -2.04

nitromethane 21.84 -3.52 24.90 -2.19

Formic acid 24.90 -2.19

DMF 24.84 -2.25

Ethylene glycol 24.64 -2.45

DMSO 24.61 -2.48

formamide 24.43 -2.66

sulfolane 24.28 -2.81

a – Units in kcal mol-1. Temperature of 25 oC and standard state of 1 mol L-1. 
B – Calculations by Struebing and co-workers. c – This work, based on PCM/
X3LYP/6-31(+)G(d) geometries, single point energy at M08-HX/def2-TZVPP 
level and solvation free energy at SMD/X3LYP/6-31G(d) level.

Figure 5. Formation of products based on SMD calculations in two solvents, 
using 0.40 mol L-1 of 2-bromoacetophenone and 0.80 mol L-1 of pyridine
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The approach used by Struebing et al. does not include sulfone, 
sulfoxide and amide groups. Thus, it excludes very import classes 
of solvents. Nevertheless, it includes ethylene glycol. The SMD 
calculation predicts that ethylene glycol is superior to nitromethane 
and the CAMD method was not able to catch this feature. 

An important point to note is that the approach discussed in this 
work can be used for general study of chemical reactions, not only 
reaction rates. For example, the selectivity of the reaction can be 
controlled by the solvent.54,55 In special, organocatalyzed controlled 
enantioselectivity is a very active research field in the present time.56-61 
In the same direction, the thermodynamic of the reaction can be an 
important issue in the selectivity when the reaction ∆G is close to 
zero.15 These properties may have a significative solvent effect, and the 
present approach is a viable method to test a high number of solvents 
(179 available in SMD) using modern workstations. 

This report is related to our previous publication on fast solvent 
selection for extraction of chemicals (furfural, hydroxymethylfurfural 
and levulinic acid) from aqueous solution.50 Thus, we have shown 
that the procedure can be easily applied for solvent selection for 
chemical reactions. The accuracy of the predictions depends on the 
reliability of the SMD model, maybe the most widely used solvent 
model in the present time.

CONCLUSION

In summary, the present theoretical study makes an automated 
screening of solvents for the Menshutkin reaction in Scheme 2, 
through full calculation of the solvation free energy for 179 
solvents using the SMD model. The automated procedure allows 
fast preparation of inputs and reading of outputs. We have found 
the sulfolane is the best solvent for this reaction and it outperforms 
the previously suggested nitromethane solvent, based on an 
approximation to the SMD model.

SUPPLEMENTARY MATERIAL

Complete table of the calculated free energies of activation 
is available online in pdf format and can be freely accessed at  
http://quimicanova.sbq.org.br.
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