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Abstract

We measured human frequency response functions for seven angular
frequency filters whose test frequencies were centered at 1, 2, 3, 4, 8,
16 or 24 cycles/360º using a supra-threshold summation method. The
seven functions of 17 experimental conditions each were measured
nine times for five observers. For the arbitrarily selected filter phases,
the maximum summation effect occurred at test frequency for filters at
1, 2, 3, 4 and 8 cycles/360º. For both 16 and 24 cycles/360º test
frequencies, maximum summation occurred at the lower harmonics.
These results allow us to conclude that there are narrow-band angular
frequency filters operating somehow in the human visual system either
through summation or inhibition of specific frequency ranges. Fur-
thermore, as a general result, it appears that addition of higher angular
frequencies to lower ones disturbs low angular frequency perception
(i.e., 1, 2, 3 and 4 cycles/360º), whereas addition of lower harmonics
to higher ones seems to improve detection of high angular frequency
harmonics (i.e., 8, 16 and 24 cycles/360º). Finally, we discuss the
possible involvement of coupled radial and angular frequency filters
in face perception using an example where narrow-band low angular
frequency filters could have a major role.
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Introduction

The existence of narrow-band spatial fre-
quency filters first demonstrated by psycho-
physical work (1,2) is now well established.
This information integration seems to occur
mainly in the striate and extrastriate cortex.
Integration at higher levels in the visual sys-
tem has been extensively investigated in many
psychophysical and physiological studies.
However, literature involving angular fre-
quency stimuli is scattered and somewhat
scarce. One of the main streams has been
based on the proposition by Dodwell (3)
derived from the work of Hoffman (4) who
introduced the application of Lie Transfor-
mation Groups Algebra to visual processes.

For these authors, spatial filtering in polar
coordinates is a by-product of the Lie Trans-
formation Group for Neuropsychology (LTG-
NP) model. A variety of psychophysical (5,6)
and physiological studies (7,8) have been
obtaining evidence in favor of the LTG-NP
model. Other physiological studies by the
group of Tanaka (9,10) dealing with motion
vectors having polar organizations also have
shown the existence of cells that could con-
form to this model. However, these investi-
gators do not address this specific theory.
Other physiological studies have used tradi-
tional sine wave gratings, checkerboard-like
stimuli or complex form stimuli (11-13) as
well as faces and hands (14) to investigate
cell responses from striate cortex to higher
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visual areas (15,16). Pasupathy and Connor
(15) measured cell responses to angles and
found “strong bias towards” responses to
convex angles. Such a finding is in agree-
ment with our psychophysical findings for
angular frequency stimuli. The study of
Hedge and Van Essen (16) also measured
responses of cells to angles and polar grat-
ings in V2. Furthermore, at least another
study used functional magnetic resonance
imaging (MRI) in humans together with
stimuli defined in polar coordinates to evalu-
ate responses of V1 and neighboring retino-
topic areas (17).

Our work since 1985 (18,19) has focused
mainly on characterizing the human visual
system through its psychophysical responses
to contrast of spatial frequency targets de-
fined in polar coordinates and, since 1995, is
trying to relate this processing to face per-
ception (Simas MLB and Santos NA, unpub-
lished data).

Angular frequency stimuli

Angular frequency stimuli have appeared
in the literature under a variety of names.
Some studies have used terms like radial
targets, radial gratings, polar gratings, wind-
mill stimuli, star-like, among others (e.g.,
7,8,10,17). For the sake of consistency we
have kept our original nomenclature since it
was adopted in 1985 (18). Thus, we define
angular frequency as a spatial frequency vary-
ing sinusoidally (or cosinusoidally, depend-
ing on how phase is considered) with angle
within a circle being an adimensional integer
stimulus whose frequency is independent of
the distance of the observer.

This stimulus was conceived as the or-
thogonal component based on equation 4 of
reference 19 derived from Sneddon (20).
Such equation coupling radial and angular
components is:
                             ∞
exp(i2πρrsinθ) = Σ Jn(2πρr) {cos(nθ) + i sin(nθ)}

          N = -∞                     Eq. 1

Radial frequency stimuli

We call radial frequency the spatial fre-
quency varying along the radius of a circle.
Amidor (21) and Wilkinson and colleagues
(22) recently used this same terminology
(but not the same modulation profile, i.e.,
Bessel functions). This is the orthogonal
component of angular frequency stimuli in
Equation 1.

More recent research concerning radial
frequency has been directed mainly towards
local filtering of spatial characteristics em-
ploying Gabor’s or DOG functions as el-
ementary stimuli to probe local processing
(e.g., 23,24).

We have been using Bessel functions as
suggested by Kelly (25) as well as by
Sneddon’s (20) equation, but we will show
our results with radial frequencies elsewhere.
Some of our results are presented in a previ-
ous paper (26).

Other theoretical perspectives using polar
coordinates

Other approaches involving or discuss-
ing models of visual processing related to
polar stimuli are those used by Koenderink
and van Doorn (27) and by the group of
Wilson (e.g. 28-30). While Koenderink ar-
gues for a wavelet, a Cartesian and a polar
representation of the receptive fields of the
cell, Wilson argues for nonlinear interac-
tions (28) and uses random dot “Glass pat-
terns” (29).

Narrow-band angular frequency filters

We first tried to demonstrate the exist-
ence of many narrow-band angular frequency
filters in 1992 (31). We used the arbitrary
trigonometric definition of phase for back-
ground frequencies of 1, 2, 3, 4, 6, 9, 13, 16,
24, 32, 47, 64 and 96. We measured seven
filters at test angular frequencies of 2, 4, 9,
13, 16, 24 and 47 cycles/360º using the same
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supra-threshold method of the present study,
which is based on that of sub-threshold sum-
mation (32). Instead of using sub-threshold
levels of contrast to measure the peak of the
function, we used supra-threshold summa-
tion whereby the test frequency is summed
to a background frequency of higher contrast
(i.e., 42%). While contrast of the test fre-
quency is varied according to observer sen-
sitivity, contrast of the background frequency
is fixed above threshold (i.e., supra-thresh-
old). In this manner, if a stimulus containing
only the background frequency is compared
to a stimulus in which the background fre-
quency is summed to the test frequency the
only way of differentiating between the pair
will be to detect the presence of the test
frequency in one of them. Our results showed
absolute or relative summation effects at the
test frequencies used surrounded by strong
inhibition. We concluded for the existence
of some selectivity for specific ranges of
angular frequencies.

Phase selection

Our earlier studies involving angular fre-
quency (18,19,31,33) used arbitrary phases
based on the origin of the trigonometric circle,
i.e., maximum luminance set to the right. All
stimuli generated had the same origin in
common.

The present study uses differently se-
lected phases based on some known psycho-
logical phenomenon. For instance, when we
observe a circle with shadows such that the
lighter part is placed at the top and the darker
at the bottom we perceive the stimulus as
protruding from the plane while inversion
produces a converse effect. Other orienta-
tions were selected on the assumption that
angular frequency might be involved in face
processing and other related perceptual phe-
nomena.

Thus, we have selected phases based on
symmetries of hemispheres and quadrants.
Our axis choice was vertical versus horizon-

tal. So, under these conditions, n-even angu-
lar frequencies present symmetric quadrants
while n-odd ones present symmetric vertical
hemispheres. We arbitrarily set minimum
luminance for all n-even and n-odd (except
for one cycle as well as for multiples of odd
numbers) at position north (i.e., traditionally
90o). These exceptions for one cycle and for
multiples of odd numbers will be discussed
elsewhere. They are based on a configura-
tion after-effect phenomenon we found which
will be presented elsewhere. Figure 1 shows
the phases used for six of the seven test
angular frequencies in the experiment re-
ported here. All additions were made in phase.

Contrast sensitivity to angular frequencies

Why work with angular frequencies when
evidence from cells in the striate cortex points
to orientation selectivity? Figure 2 shows
contrast thresholds for angular frequencies
(new phase definition) as compared to sine
wave gratings. This result is a replicate of

Figure 1. Phases used for six (1,
2, 3, 4, 8, and 16 cycles/360º) of
the seven test angular frequen-
cies in the experiment here re-
ported.
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that reported in 1997 (33). We found that the
visual system is at least two-fold more sensi-
tive to angular frequencies than to sine wave
gratings in the respective maximum sensitiv-
ity ranges. This would not necessarily be
expected because some studies have shown
inhibition among sine wave gratings at or-
thogonal or other orientations (e.g., 34).

Working with angular frequencies and
psychophysical methods since 1985 based
only on the Equation 1 derived from Sneddon
(20) was not in tune with many physiological
data. At that time evidence from the work of
Hubel and Wiesel (35) did not lead in this
direction. Only recently did physiological
evidence favoring this type of stimulus con-
figuration become available (7,8). Additional
evidence comes from studies of cells sensi-
tive to expansion/contraction and rotation
(9,10) and involves movement.

Indeed, if angular frequency is being used
by any visual system it requires integration
over wide areas assembling information
across hemispheres and quadrants. This im-
plies integration across higher areas of the
visual system. Furthermore, in our view, the
processing of angular frequencies is coupled
to that of radial frequencies except for n = 0
(refer to Equation 1). In this case, we would
be looking at global aspects of spatial pro-
cessing.

The present study

In the experiments reported here we as-
sume that higher areas of the visual system
(e.g., V4 and IT) might be processing infor-
mation in terms of coupled radial and angu-
lar frequencies.

Gallant and colleagues (7,8) showed the
existence of groups of cells for detecting
angular frequency in V4. We take this to be
strong encouragement to follow the theoreti-
cal line underlying the present psychophysi-
cal work.

In the present study we set out to measure
angular frequency filters centered at 1, 2, 3,
4, 8, 16 and 24 cycles/360º using the differ-
ent phases as stated in the Phase selection
section. We used the same supra-threshold
method and increased the sample to 17 back-
ground angular frequencies. We also used a
monitor with higher contrast resolution.

The main objectives were to establish the
existence of narrow-band angular frequency
filters using the new phase selection and
observe how integration may be made as we
shift from lower fundamental angular fre-
quencies (e.g., 1 through 4 cycles/360º) to
higher harmonics.

We must keep in mind that as angular
frequency is increased to 24 cycles/360º, sen-
sitivity increases and information becomes
more redundant (presenting symmetric quad-
rants). So, it is important to establish how
higher angular frequencies are related to lower
ones (that require more integration).

Material and Methods

Subjects

Five 19-30-year-old naive subjects with
normal or corrected vision participated in
the measurements.

Equipment and stimulus material

All images were displayed on a 20-inch
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Sony BVM-1910 monitor (30 Hz, interlaced
RGBsync, resolution: 900 lines) controlled
by a 386-IBM compatible microcomputer
through a DT-2853 frame grabber. Experi-
ments were run on-line. Measurements were
made using pairs of stimuli composed of a
single-background angular frequency or of
the sum of a background angular frequency-
plus-test frequency. Background angular fre-
quencies were 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 12,
16, 24, 32, 48, 64 or 96 cycles/360º. The test
angular frequencies were 1, 2, 3, 4, 8, 16 or
24 cycles/360º. Figure 1 shows six of the
seven test frequencies used at their arbi-
trarily selected phases: at top left, 1 cycle,
top right, 2 cycles/360º, center left, 3 cycles/
360º, center right, 4 cycles/360º, bottom left,
8 cycles/360º, and bottom right, 16 cycles/
360º. Please observe the selected phases.

Procedure

The supra-threshold summation proce-
dure for an experimental condition consisted
of having the observer select which of the
components of a stimulus pair contained the
sum background-plus-test frequency. Only
contrast of the test frequency was increased
or decreased according to a forced-choice
method (36). Contrast of the background in
both images of a stimulus pair was constant
at 42%. The criterion for varying contrast of
the test frequency was that of three correct
choices to decrease contrast of a unit, and
one incorrect choice to increase it by the
same amount. All measurements were made
binocularly at a distance of 150 cm, and the
mean luminance was 2.0 fL. Maximum and
minimum luminance was 2.2 and 1.8 fL,
respectively.

The temporal sequence was initiated by a
warning signal immediately followed by a
2-s presentation of the first stimulus fol-
lowed by a 1-s interstimulus interval, fol-
lowed in turn by a 2-s presentation of the
second stimulus and the answer of the ob-
server. The 2-s presentation was selected

because we want to eliminate accommoda-
tion effects and assure enough time for steady
fixation. We had already observed that de-
liberate fixation at the borders increased
thresholds (15). The order of the stimulus
pair was randomly selected. If the response
was a correct one, it was followed by a beep
and a 3-s intertrial interval would start. The
whole experimental session would vary in
length depending on the errors and correct
choices made by the observer since a total of
10 pairs of peaks and valleys (i.e., 20 thresh-
old estimates per experimental session) were
necessary to end the session. Generally, a
session lasted about 15-25 min.

Each of the 17 experimental conditions
required to measure each of the seven filters
was run at least three times on different days
by at least three different observers. Thus, a
total of nine functions were measured for
each filter yielding a sample of 180 values to
be averaged across observers for each of the
17 points. The distribution of the five sub-
jects among the filter measurements was as
follows: for F1(θ), i.e., 1 cycle/360º filter
(NAS:3, MMM:3, MC:3); for F2(θ), i.e., 2
cycles/360º (NAS:3, ERB:3, TPL:3); for
F3(θ), i.e., 3 cycles/360º (NAS:3, MC:3,
MMM:3); for F4(θ), i.e., 4 cycles/360º
(NAS:3, TPL:3, ERB:3); for F8(θ), i.e., 8
cycles/360º (NAS:3, MMM:3, ERB:3); for
F16(θ), i.e., 16 cycles/360º (NAS:3, MC:3,
ERB:3), and for F24(θ), i.e., 24 cycles/360º
(NAS:3, MMM:3, MC:3).

Figure 3 illustrates pairs of stimuli for
filters at test angular frequencies of 1, 2, 3, 4,
8, 16 and 24 cycles/360º. Figure 3A shows
pairs 1 and 1 + 1 cycles/360º (top), 3 and 3 +
1 cycles/360º (center), and 10 and 10 + 1
cycles/360º (bottom) for filter F1(θ) centered
at 1 cycle. Figure 3B shows pairs 1 and 1 + 2
cycles/360º (top), 2 and 2 + 2 cycles/360º
(center), and 3 and 3 + 2 cycles/360º (bot-
tom) for filter F2(θ) centered at 2 cycles/
360º. Figure 3C shows pairs 2 and 2 + 3
cycles/360º (top), 3 and 3 + 3 cycles/360º
(center), and 4 and 4 + 3 cycles/360º (bot-
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tom) for filter F3(θ) centered at 3 cycles/
360º. Figure 3D shows pairs 3 and 3 + 4
cycles/360º (top), 4 and 4 + 4 cycles/360º
(center), and 5 and 5 + 4 cycles/360º (bot-
tom) for F4(θ) centered at 4 cycles/360º.
Figure 3E shows pairs 4 and 4 + 8 cycles/
360º (top), 8 and 8 + 8 cycles/360º (center),
and 10 and 10 + 8 cycles/360º (bottom) for
F8(θ) centered at 8 cycles/360º. Figure 3F
shows pairs 4 and 4 + 16 cycles/360º (top), 8
and 8 + 16 cycles/360º (center), and 16 and

16 + 16 cycles/360º (bottom) for F16(θ) cen-
tered at 16 cycles/360º, and Figure 3G shows
pairs 12 and 12 + 24 cycles/360º (top), 24
and 24 + 24 cycles/360º (center), and 48 and
48 + 24 cycles/360º (bottom) for filter F24(θ)
centered at 24 cycles/360º.

Results

Figure 4 shows the frequency response
functions for the seven filters F1(θ), F2(θ),

Figure 3. Pairs of stimuli for filters at test angular frequencies of 1, 2, 3, 4, 8, 16 and 24 cycles/360º. A shows pairs 1 and 1 + 1 cycles/360º (top), 3 and
3 + 1 cycles/360º (center), and 10 and 10 + 1 cycles/360º (bottom) for filter F1(θ) centered at 1 cycle. B shows pairs 1 and 1 + 2 cycles/360º (top), 2 and
2 + 2 cycles/360º (center), and 3 and 3 + 2 cycles/360º (bottom) for filter F2(θ) centered at 2 cycles/360º. C shows pairs 2 and 2 + 3 cycles/360º (top), 3
and 3 + 3 cycles/360º (center), and 4 and 4 + 3 cycles/360º (bottom) for filter F3(θ) centered at 3 cycles/360º. D shows pairs 3 and 3 + 4 cycles/360º (top),
4 and 4 + 4 cycles/360º (center), and 5 and 5 + 4 cycles/360º (bottom) for F4(θ) centered at 4 cycles/360º. E shows pairs 4 and 4 + 8 cycles/360º (top), 8
and 8 + 8 cycles/360º (center), and 10 and 10 + 8 cycles/360º (bottom) for F8(θ) centered at 8 cycles/360º. F shows pairs 4 and 4 + 16 cycles/360º (top),
8 and 8 + 16 cycles/360º (center), and 16 and 16 + 16 cycles/360º (bottom) for F16(θ) centered at 16 cycles/360º. G shows pairs 12 and 12 + 24 cycles/
360º (top), 24 and 24 + 24 cycles/360º (center), and 48 and 48 + 24 cycles/360º (bottom) for filter F24(θ) centered at 24 cycles/360º.

A B C D

E GF
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Figure 4. Frequency response functions for
the seven measured filters F1(θ), F2(θ), F3(θ),
F4(θ), F8(θ), F16(θ) and F24(θ). Angular fre-
quency of the background stimulus is plotted
as a function of the amount of contrast nec-
essary to identify the presence of the test
angular frequency in the summated pair. We
are calling this threshold for the test angular
frequency summated to each background fre-
quency contrast threshold of test in sum.
Legends at top right indicate the test fre-
quency.
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F3(θ), F4(θ), F8(θ), F16(θ) and F24(θ). Angu-
lar frequency of the background stimulus is
plotted as a function of the amount of con-
trast necessary to identify the presence of the
test angular frequency in the summated pair.
We are calling this threshold for the test
angular frequency summated to each back-
ground frequency contrast threshold of test
in sum. Legends at top right indicate the test
frequency.

Our statistical treatment was to estimate
the standard error of the mean for each distri-
bution of 180 values measured per point and
to correct for sample size using the Student t-
test to obtain the 99% confidence level.

In previous studies we established that
this estimate is more rigorous than testing
means either by comparison of two corre-
lated samples or by ANOVA statistical treat-
ment. In the statistical treatment using the
confidence level, when two error bars show
a 50% overlap, the t-statistics obtained for
testing the difference between means for
correlated samples has been found to be
significant at least at the P<0.05 level and
sometimes at a lower level. Most of the error
bars that do not overlap show significance at
the P<0.000 level, as shown by the SPSS-PC
program. The use of ANOVA tends to show
significant effects in all factors and interac-
tions and does not add much information.

We can classify the resulting measured
functions into two types of characteristic
responses. For filters F1(θ), F2(θ), F3(θ) and
F4(θ), the maximum summation effect sur-
rounded by somewhat strong inhibition oc-
curred at test frequencies with a secondary
maximum at their neighboring higher and
lower harmonics, respectively.

For filter F8(θ) this tendency started to
change. At F8(θ) a relative maximum sum-
mation effect occurred at the test frequency
but an absolute maximum summation effect
occurred at 2 cycles/360º (lower harmonic)
followed by another effect at 64 cycles/360º.
For F16(θ), the tendency was definitely
changed. Maximum summation occurred at

8 cycles/360º (neighbor lower harmonic) as
well as at 1 cycle and 96 cycles/360º. At the
test frequency of 16 cycles/360º, summation
was minimum or, in other words, inhibition
was almost maximum. The same tendency
occurred for F24(θ). A maximum summation
effect occurred at 12 cycles/360º (neighbor
lower harmonic) followed by another effect
at 8 cycles/360º. Maximum inhibition oc-
curred at 32 cycles/360º.

We should note, however, that back-
ground frequency contrast was set at 42%
for all filters regardless of the absolute thresh-
old for each test angular frequency. As we
can observe from Figure 2, contrast thresh-
olds for 8, 16 and 24 cycles/360º were con-
siderably lower than those for 1, 2, 3 and 4
cycles/360º.

Nevertheless, the ratio between maxi-
mum summation and maximum inhibition
for all filters ranged from 2.19 to 2.47, indi-
cating clear filtering effects. F1(θ) showed a
band pass at 1 cycle, F2(θ) showed a band
pass at 2 and 24-64 cycles/360º, F3(θ) showed
a band pass at 3 cycles/360º and a weaker
one at 32-64 cycles/360º, and F4(θ) showed
a band pass at 4, 2 and 48 cycles/360º. These
results were less clear for test frequencies at
8, 16 and 24 cycles/360º. F8(θ) showed a
band pass at 2 cycles/360º, 8 cycles/360º and
48-64 cycles/360º, while F16(θ) showed a
band pass at 8 cycles/360º, 1-5 cycles/360º
and 96 cycles/360º. Furthermore, F16(θ)
showed a significant increase in sensitivity
at its higher harmonic, 32 cycles/360º, and
strongly inhibited passage at 9-24 cycles/
360º. For F24(θ), maximum summation sur-
rounded by significant inhibition occurred at
12 and 8 cycles/360º. Another minor band
pass occurred at 48 and 96 cycles/360º. For
all results, a main observation was that gen-
erally the frequency of passage was sur-
rounded on both sides by stronger inhibition.

Discussion

The results clearly show filter selectivity
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for the test frequencies used. This was not
true for F16(θ) and F24(θ). All filters again
showed a main result observed in our work
of 1992 (31), that is, the test frequencies
showed summation surrounded on both sides
by strong inhibition. We see a trend for
filters F1(θ), F2(θ), F3(θ) and F4(θ) which
differs from F8(θ), F16(θ) and F24(θ). In the
former, summation was very sharp and inhi-
bition at higher frequencies (e.g., 5-12 cycles/
360º for F2(θ) and F4(θ)) was present. Inhibi-
tion at 1 and 3 cycles/360º was also clear. As
for F8(θ), although summation was sharp at 8
cycles/360º, we observed that adding fre-
quencies in the ranges of 1-4 cycles/360º and
32-96 cycles/360º also increased sensitivity
to the test frequency, i.e., 8 cycles/360º. The
cases of F16(θ) and F24(θ) were quite differ-
ent, i.e., adding frequencies in the range of 1-
5 or 6 cycles/360º as well as its lower har-
monic, 8 or 12 cycles/360º, increased sensi-
tivity to 16 or 24 cycles/360º. On the other
hand, frequencies at 9-24 strongly inhibited
detection of 16 cycles/360º, while those at
24-32 strongly inhibited 24 cycles/360º per-
ception. We should remember at this point
that additions were made in phase within the
vertical/horizontal axis.

While results for test frequencies at 1, 2,
3, 4 and 8 cycles/360º conform to our expec-
tations, the characteristic responses for F16(θ)
and for F24(θ) are not so easy to interpret.
One possibility is that the visual system is
integrating primarily in a lower range of
angular frequencies (i.e., 1-8 cycles/360º)
and interpolates higher frequencies. Another
possibility is the fact that we used 42% con-
trast for all the background frequencies, an
amount of contrast corresponding to 2.5,
3.5, 4.6, 5.9, 11, 15 and 20 times the absolute
threshold for 1, 2, 3, 4, 8, 16 and 24 cycles/
360º, respectively. So, we could replicate
the experiment for 8, 16 and 24 cycles/360º
using background frequency contrasts ad-
justed to be no higher than five times their

respective absolute thresholds. Indeed, we
are currently running experiments for 1, 2, 3,
4, 8, 16, 24, 32, 48, 64 and 96 cycles/360º
angular frequency filters in the latter condi-
tion, i.e., background contrast equals five
times thresholds for respective test frequen-
cies. Our preliminary results confirm our
hypothesis since we are finding summation
at the test frequency for all filters already
measured, including those for the high angu-
lar frequencies.

In addition, we would like to emphasize
our interest in evaluating a main involve-
ment of lower angular frequencies in face
processing as explained in some detail by
Simas and Santos (26) and by Simas MLB
and Santos NA (unpublished data). We find,
for instance, that the coupling of low radial
frequencies to 2, 3 and 4 cycles/360º angular
frequencies, as shown in Figure 5, bears
some relationship to the white/black areas of
the night monkey1 aotus, even more particu-
larly under scotopic conditions. While the
angular frequency content of the face seems
to be enhanced, the radial content is also
present as shown by the black contour. The
exact radial frequency to be coupled to the
angular part would have to be estimated on
the basis of the monkey’s face size and the
more frequent distances of observation. The
fact that we found narrow-band angular fre-

Figure 5. The coupling of low
radial frequencies to 2, 3 and 4
cycles/360º angular frequencies,
as shown at top right, bottom
left and bottom right, respec-
tively, bear some relationship to
the white/black areas of the
night monkey aotus (top left),
even more particularly under
scotopic conditions.

1The night monkey’s face was found at the site http:://primates.com/monkeys/nightmonk.htm
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quency filters centered at 1, 2, 3 and 4 cycles/
360º would reinforce this view.

We believe that at least some of the cells
found to be selective for faces in primates
(37) may be responding to coupled and un-
coupled angular/radial frequencies as in
Equation 1. The fact that Gallant and col-
leagues (7,8) found cells responding selec-
tively to angular as well as radial frequencies
may indicate that this hypothesis is not too
speculative.

We should point out that there are no
psychophysical or physiological studies in
the literature attempting to model face per-
ception in terms of neural processing through
narrow-band coupled/uncoupled angular and/
or radial frequency filters working simulta-
neously or not. We do believe that narrow-
band low angular/radial frequency filters
operate best under scotopic conditions and
as a viable example of this fact we are pre-
senting the aotus face to illustrate an organ-
ism which possibly involves a very short set
of such filters (Figure 5). The processing of
human faces requires a much greater number
of narrow-band filters operating at higher
luminance levels (for identification and full
recognition) and most likely involves higher
narrow-band angular/radial frequency filters
as well as pure narrow-band radial frequency
filters. We present no human examples be-
cause we do not have programs for computer
simulations of angular frequency filtering
effects of such faces. We hope to be able to
do that soon. Two recent reports would be in
agreement with our statements in pointing
out the similarity of human/primate face/
form processing (38) and showing that higher
radial frequencies are more involved in hu-
man face perception (39).

Another issue to be raised is the role of
phase in angular frequency filtering. The
work of Wilson and colleagues (40) addresses
the problem of head rotation frontal-face/

profile. In our view, theoretically, frontal
rotation should be invariant. But if “pre-
wiring” is assumed for determined phases as
we do in the Phase selection section this
would not be necessarily true. Upright and
upside down would not be the same, particu-
larly due to odd frequencies. On the other
hand, the type of rotation studied by Wilson
et al. (40) with a high frequency band pass
would be viewed differently from our stand-
point. We are emphasizing the role of low
angular frequency filters. From this perspec-
tive, frontal views would indeed be some-
what different as we approach a profile view.
Complexity would be dependent on the num-
ber of filters simultaneously considered. We
have done a very rough simulation for the
aotus (considering only filters 2, 3 and 4)
and found very different luminance distribu-
tions. This will be presented elsewhere.

Finally, at this point it is not entirely clear
to us how information from V1 contributes
to the sensitivity to polar elementary stimuli.
As we think about it, more and more we find
ourselves believing we are investigating a
more global processing mechanism involv-
ing higher visual areas that might work bet-
ter at medium and low levels of illumination
and may involve large portions of peripheral
form processing. Furthermore, we do not
believe that all input for this type of discrimi-
nation passes through V1. We believe in
parallel input to other areas. This is not to say
that foveal input may not be involved, but it
is interesting to observe that one of our best
examples like the aotus (whose faces seem
to involve low angular and radial frequen-
cies) is a night monkey.

In sum, we think that angular frequencies
could involve more peripheral processing
(i.e., near maximum rod population) and
prove to be very relevant in the study of face
perception of various species, including hu-
mans.
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