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Modeling the water uptake by chicken carcasses during cooling by immersion
Modelagem da absorção de água por carcassas de frango durante o resfriamento por imersão
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1 Introduction
Among all stages of the industrial processing of poultry 

carcasses – such as awareness, evisceration, scalding, and 
others –meat cooling has got special importance, mainly because 
it to assures product quality and health (KLASSEN, 2004; 
CARCIOFI; LAURINDO, 2007). In this stage, microorganism 
contamination can be minimized (RODRIGUES et al., 2008; 
von  RÜCKERT  et  al., 2009). This process can be done by 
immersion of carcasses in iced water to ensure rapid cooling, 
known as immersion chilling, or it can be done using cooling 
tunnels with chilled air, known as air-chilling (CARROLL; 
ALVARADO, 2008). In Brazil the immersion chilling method 
is commonly applied in the poultry industry (KLASSEN et al., 
2009).

In chiller cooling process, the carcasses are placed in contact 
with water in horizontal tanks, with cylindrical geometry, 
endowed with an inner helical coil that slowly moves the carcasses 
along its axial direction (KLASSEN et al., 2009). Water renovation 

in the chillers, air bubbling, and cooling jackets containing 
propylene glycol are often used to improve heat transfer. Some 
of the advantages of the chiller cooling are the cooling speed, 
low cost, and high quality of the final product. However, the 
main disadvantage that limits the usage of chillers is the lack 
of absorption control of the cooling fluid solution (in this case, 
water) by the products (CARROLL; ALVARADO, 2008).

For the industry, it is important to identify the main 
variables that affect the water absorption by the carcasses 
during the chilling. This can improve significantly the 
process control. In addition, each country has a specific 
legislation that establishes operating limits which must be 
accomplished. In Brazil, these variable limits are regulated by 
the governmental decree 210 (BRASIL, 1998) which defines 
the maximum entrance and exit temperature of the water at 
the chillers, minimum stream flow, number of tanks, and other 
operational characteristics. The legislation also establishes that: 

Resumo
Neste trabalho, foi realizada a modelagem da absorção de água que ocorre no processo de resfriamento de carcaças de frango por imersão 
utilizando Redes Neurais Artificiais. Dados de vinte e cinco variáveis independentes e da massa final da carcaça foram coletados em uma 
planta industrial para ajustar o modelo. Foram testadas diferentes estruturas de redes com uma camada oculta e o método Downhill Simplex 
foi empregado para otimizar os pesos sinápticos. No intuito de acelerar os cálculos de otimização, a Análise de Componentes Principais 
(ACP) foi utilizada para pré-processar os dados de entrada. Os resultados obtidos foram: i) com a ACP reduziu-se o número de varáveis de 
entrada das redes para dez; ii) a modelagem com a rede neural de estrutura 4-6-1 foi a que apresentou os melhores resultados; iii) a ACP 
indicou a seguinte ordem de relevância: parâmetros de transferência de massa, transferência de calor e características iniciais da carcaça. As 
principais contribuições deste trabalho foram fornecer um modelo preciso para predizer o teor final de água nas carcaças, bem como uma 
melhor compreensão acerca das variáveis envolvidas.
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Abstract
In this study, water uptake by poultry carcasses during cooling by water immersion was modeled using artificial neural networks. Data from 
twenty-five independent variables and the final mass of the carcass were collected in an industrial plant to train and validate the model. 
Different network structures with one hidden layer were tested, and the Downhill Simplex method was used to optimize the synaptic weights. 
In order to accelerate the optimization calculus, Principal Component Analysis (PCA) was used to preprocess the input data. The obtained 
results were: i) PCA reduced the number of input variables from twenty-five to ten; ii) the neural network structure 4-6-1 was the one with 
the best result; iii) PCA gave the following order of importance: parameters of mass transfer, heat transfer, and initial characteristics of the 
carcass. The main contributions of this work were to provide an accurate model for predicting the final content of water in the carcasses and 
a better understanding of the variables involved.
Keywords: chillers; artificial neural networks; water retention.
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SOUZA; TEIXEIRA; PENACINNO, 2003; FERREIRA  et  al., 
2004; MEDEIROS, 2006; FAGUNDES-KLEN  et  al., 2007; 
RIVERA et al., 2007; ASSIDJO et al., 2008; DA CRUZ et al., 
2009).

The main objective of this work was to apply artificial 
neural networks in an attempt to model the water uptake that 
by poultry carcasses during the cooling process in chillers 
and determine the process main variables through Principal 
Component Analysis.

2 Materials and methods

2.1 Data set

All the experimental data used in this study were obtained 
from a poultry processing unit. The system constituted of three 
chillers disposed in series, over which the carcasses were cooled 
due to the contact with a mix of water and ice. The second and 
third chillers had thermal jackets with circulation of propylene 
glycol and addition of ice; all modules were air bubbled. The flow 
rate and the temperature of feed water were different in each tank.

Poultry chilling process includes several variables 
(operational conditions of chiller and characteristic and 
properties of poultry carcass). The variables considered in this 
study are shown in Table 1. The temperature of scalding (the 
prior process) was also considered.The scald process can modify 
the properties of poultry carcass and consequently the level of 
water uptake (DYER, 2007).

The carcasses were removed from the hooks before 
dropping into the chillers and packed in plastic boxes. The 
initial mass was then measured, and a plastic tag containing an 
identification number was affixed to the carcass. After all the 
measurements had been made, the carcasses were then dropped 
into the first module of the cooling system. Simultaneously, time, 
water temperature at the beginning of the module, flow rate of 
water, intensity of the bubbling, and amount of ice added were 
also recorded. This procedure was repeated for each chiller. 
To evaluate the water absorption by the poultry carcasses, 
several samples of 13 carcasses was taken, resulting in a total of 
350 vector data. The determination of the carcasses mass was 
performed using a digital scale (Mettler Toledo, 1 g).

in the chillers, the minimum necessary water renewal rate is 
1 L/carcass, the water temperature in the exit must be less than 
4 °C, and that the maximum allowed gain in mass due water 
absorption is 8%.

There are few studies in the literature that investigate and 
model poultry carcass chilling (JAMES et al., 2006; CARCIOFI; 
LAURINDO, 2007; KLASSEN et al., 2009). Analytical solution 
of rigorous models is hardly found due its non-linearity and the 
influence of several variables and parameters, besides energy and 
mass transfer in transient condition. On the other hand, simple 
mathematical models discard some important aspects that 
influence the process, making them too simplified (KLASSEN, 
2004; CARCIOFI; LAURINDO, 2007).

Artificial Neural Networks (ANNs) modeling can be an 
alternative to obtain the information needed from the industrial 
plant with high efficiency (ALVES; NASCIMENTO, 2002). 
ANNs are mathematical algorithms that have the capacity to 
relate input (independent variables) and output parameters 
(dependent variables) learning from given examples, without 
requesting any knowledge about the variables relation that 
interfere on the studied process. They are known as universal 
function approximators (HORNIK; STINCHCOMBE; 
WHITE, 1989; BRAGA; CARVALHO; LUDERMIR, 2000). An 
ANN is a set of computational units (or artificial neurons) that 
are interconnected and organized into layers. The information 
process in an ANN begins relating the input (xi) of each neuron 
to a synaptic weight (wij) that assesses this entry influence on 
the output of this neuron (activation coefficients). The sum 
of all activation coefficients makes the neuron activation. The 
answer of the input stimulus is obtained applying an activation 
function to the neuron activation, generally the sigmoid or the 
hyperbolic tangent function. This procedure extends to the 
output layer of the network, where the neuron answer is the 
dependent variable of the problem.

Modeling with ANNs consists of finding suitable weights 
and biases that minimize the deviation among observed and 
calculated data (ASSIDJO  et  al., 2008). This step is called 
network training, in which the learning in ANN is evaluated. 
ANNs have been successfully used to solve problems concerning 
food processing, process control, biotechnological processes, 
heavy metal biosorption etc. (MITTAL; ZHANG, 2000, 2001; 

Table 1. Chilling variables considered in this work.

Identification Variables Range
1 Scalding Temperature [°C] [56; 60]
2 Slaughter Speed [carcass/minute] [100; 135]
3 Ambient temperature [°C] [7; 10]
4, 12, 19 Residence time at the chillers 1, 2 and 3 [minute] [17; 90]
5, 13, 20 Water temperature at the entrance of the chillers 1, 2 and 3 [°C] [0; 13.9]
6, 14, 21 Water temperature at the exit of the chillers 1, 2 and 3 [°C] [-0.5; 11]
7, 15, 22 Air bubbling intensity in the chillers 1, 2 and 3 [dimensionless] [0; 5]
8, 16, 23 Ice quantity added in chillers 1, 2 and 3 [dimensionless] [0; 5]
9, 18, 25 Renewal water flow in chillers 1, 2 and 3 [L/carcass] [1; 2.45]
17, 24 Propylene glycol jacket temperature in the chillers 2 and 3 [°C] [-6.4; -0.3]
10 Initial carcass mass [kg] [1.3; 2.5]
11 Initial carcass temperature [°C] [1.4; 2.6]

Ciênc. Tecnol. Aliment., Campinas, 31(3): 571-576, jul.-set. 2011572



Martins et al.

The initial synaptic weight values were attributed randomly. 
In all cases, the Downhill Simplex (NELDER; MEAD, 1965) and 
a set of 300 vectors were used in the ANNs’ training step. The 
50 other vectors were used in the model validation.

The input variables were composed of the output data 
obtained by the PCA analysis. This topic will be discussed in 
section 3.

3 Results and discussion

3.1 Principal component analysis

The results of the PCA applied in the set of data obtained in 
this study resulted in a significant reduction of the number of 
independent variables that describe the process of absorption. 
Mardia, Kent and Bibby (1979) reported that the number of PCs 
that presents 90% of cumulated variance should be sufficient to 
describe the process.

According to Figures 1a, b, from the 25 PCs generated, the 
first ten components can be used for the representation of the 
process without significant loss of information. This set covers 
a total of 89.5% of the variance of all components. Thus, all 

2.2 ANN input preprocessing

Data compression is a technique that reduces the 
dimensionality of a set of variables without losing relevant 
information, eliminating extraneous information, noise, 
and correlations that exist in the original sets of variables. 
Principal  Component Analysis (PCA) is a technique widely 
used for preprocessing ANN inputs.

PCA is a technique of multivariate analysis that aims to 
reduce the dimensionality of data sets without losing significant 
information. As a final result, PCA generates the principal 
components (PCs) that are linear combinations of the original 
values of the variables.

This methodology was developed mathematically by 
Hotelling (1933a, b) and thereafter used in many areas of 
science in data analysis and pre-treatment (ABEYWARDENA, 
1972; GONTARSKI  et  al., 2000; FERREIRA  et  al., 2003; 
SILVA  et  al., 2006; YU; QIN, 2008; HASHIM  et  al., 2010). 
Geometrically, PCA consists of a rotation of axes to select the 
new coordinate axes representing the direction of maximum 
variance (HOTELLING, 1933a, b).

Before applying the PCA, it is necessary to eliminate the data 
heterogeneity, which can influence the final result. In this study, 
Equation (1) was used for this purpose. Computational routines 
in Fortran77 language was developed for the calculation of PCs 
following the algorithm described in Härdle and Simar (2007):

1/2 ( ), 1,  i i i iZ X i nσ µ−= − =
	

(1)

2.3 Artificial neural network modeling

The proper selection of a network topology is not an easy 
task. There is no rule or a theorem that determines the optimal 
topology for a given data set. However, this can be done through 
the performance analysis of the network.

In the present study, water retention by the poultry 
carcasses in the chilling process was modeled using several ANN 
structures with one hidden layer, besides the input and output 
layers. The structures tested had between 2 and 15 neurons at the 
input and the hidden layer. One neuron was in the output layer 
corresponding to the output variable: the final carcass mass.

The convergence criterion used was 1.10-10, and the initial 
estimates of the synaptic weights were established between 0 and 
0.1. The hyperbolic tangent function was used as the activation 
function for all simulations, except for the output layer, which 
was a linear function. The objective function to be minimized 
was the quadratic error defined by Equation 2:

( )
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,
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EXP MOD
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=
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(2)

where: EXP
iy  is the experimental normalized value of the 

final poultry carcass mass, MOD
iy  corresponds to the normalized 

final poultry mass calculated by the ANN, and n is the number 
of experimental points.

Figure 1. Principal Component Analysis results. a) Eigenvalues; 
b) Cumulated variance.
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3.3 Determination of the main variables

The analysis of the variables influence on each PC can be 
obtained directly from the calculated values of the eigenvectors 
of the variance-covariance matrix - since these values 
correspond to a weighting on the original variables. However, 
the components of eigenvectors are dependent on the scale of 

results of the next section correspond to those in which the 
ANNs were composed of 10 new input variables (generated 
from the result of PCA).

3.2 Artificial neural networks modeling

Table 2 shows the best results (objective function – fOBJ,ANN , 
absolute average deviation – AAD (Equation 3), and correlation 
coefficient – r2) for the tested ANN structures, where the symbols 
T and V correspond to training and validation, respectively:

1

1
EXP MODn j j

EXP
j j

y y
AAD

n y=

−
= ∑

	

(3)

From these results, it can be seen that the network structure 
has a strong influence on the training step performance: the 
objective functions calculated were more than 200% apart from 
each other. Also, the AAD obtained in this stage were very 
different for each test.

The predictive capacity of neural network requires the 
comparison of the results with data that were excluded from the 
training data set. Table 2 shows that the AADs of the validation 
step are not well correlated with the objective function.

Therefore, the choice criteria of the best ANN structure 
were a mixed analysis of objective function, AAD, and 
correlation coefficient values for validation step. Accordingly, 
it can be seen in Table 2 that the best results were obtained 
using networks which had four neurons at the input layer, six 
neurons at the hidden layer, and one at the output layer (4-6-1). 
Figures 2a, b show the relationship among the experimental and 
the calculated values for the ANN with structure 4-6-1 for the 
training and validation steps, respectively.

The present study is one of a few papers which studies 
modeling of water retention in poultry carcass. Only Carciofi 
and Laurindo (2007), who investigated water retention 
in poultry carcasses using a pilot plant with dimensions 
1 × 0.915 × 0.540 m, proposed a phenomenological model to 
describe this process and their predicted results presented AAD 
in a range of 5-8%. Their model took into account material 
characteristics and immersion time; however, the authors 
discarded other important variables such as water renewal, 
ice quantity in the tank, ambient temperature etc., which were 
considered here.

Table 2. Obtained results for ANNs with the same neuron numbers in each layer.

Structure FObj AAD T(%) AAD V(%) r2 (T) r2 (V)
2-2-1 0.277 2.207 4.380 0.878 0.795
2-4-1 0.153 1.741 7.312 0.937 0.672
2-6-1 0.157 1.747 5.777 0.935 0.676
2-8-1 0.138 1.594 7.172 0.943 0.724
4-2-1 0.111 1.434 5.569 0.955 0.725
4-4-1 0.104 1.294 7.123 0.958 0.654
4-6-1 0.104 1.322 4.289 0.958 0.835
4-8-1 0.165 1.808 2.636 0.933 0.870
6-4-1 0.097 1.276 5.539 0.959 0.754
6-6-1 0.107 1.367 4.844 0.957 0.817
6-8-1 0.084 1.171 5.291 0.965 0.741
8-2-1 0.109 1.392 4.479 0.954 0.814
8-4-1 0.091 1.211 5.739 0.961 0.739

Figure 2. Results of the modeling using the best ANN model. a) Training 
step; b) Validation step.
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bubbling is an important parameter in the process because it 
influences the heat transfer coefficient from the poultry to the 
water and the water retention. The influence of the temperature 
on the scalding step is an important outcome. The temperature 
of scalding favors the opening of follicles where the feathers 
are fixed, which influences the uptake of water (DYER, 2007).

The results obtained in this study have great importance 
when modeling such a complex process such as chilling. In 
addition to giving information about the process, PCA favors 
the simplification of the model since the number of adjustable 
parameters is reduced when training a new ANN structure 
using only the most important independent components. 
Modeling with ANNs has the advantage of not requiring 
phenomenological knowledge of the process. Together, the 
two techniques can be a powerful tool that helps to control the 
chilling process with accuracy, less efforts, and low costs.

4 Conclusions
In this study, artificial neural networks were applied to 

model the water uptake by poultry carcasses during the cooling 
process in a chiller system. An artificial neural network with 
4 neurons at the input layer and six at the hidden layer was 
able to describe the phenomenon with accuracy. The Principal 
Component Analysis provided information about the major 
parameters of the process and reduced drastically the number 
of ANN input data (from 25 to 10). The combination of the two 
techniques provided a promising way of predicting water uptake 
by poultry carcass in the chilling immersion process, as well 
information to apply a suitable control and reduce production 
costs in industrial plants.
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